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Resumo

Nesta tese realizamos uma andlise critica sobre o equilibrio misto de Nash por meio de
trés ensaios. Inicialmente, desenvolvemos os conceitos de dominancia colaborativa e de
equilibrio colaborativo e, a partir deles, chegamos a seguinte conclusdo: em jogos 2x2
na forma estratégica, se existir um equilibrio colaborativo, entao, o equilibrio misto ¢
irracional. Além disso, mostramos que as utilidades esperadas do equilibrio
colaborativo sdo sempre as maiores do jogo para cada jogador e, por essa razdo, este
poderia ter a caracteristica de um ponto focal. Também mostramos que existem
situacOes estratégicas nas quais os payoffs do equilibrio misto s@o ineficientes, e que os
jogadores conseguiriam obter um resultado melhor ao transformarem um perfil de
estratégias colaborativamente dominantes instivel em um equilibrio colaborativo
através de contratos de auto-penalizacdo. Em seguida, propomos uma nova abordagem
para avaliar o comportamento de queima de dinheiro, a partir da utilidade esperada do
equilibrio misto. Provamos que para jogos 2x2 com um equilibrio misto bem definido
(na sua forma ndo-degenerada) a existéncia de uma estratégia colaborativamente
dominante do jogador j para o jogador i é condicdo necessdria e suficiente para a
existéncia de derivadas da utilidade esperada do equilibrio misto negativas (ou pelo
menos ndo-positiva) para o jogador i, o que justificaria um comportamento de queima
de dinheiro ao permitir um aumento da utilidade esperada do equilibrio misto para tal
jogador. Por fim, testamos experimentalmente as predi¢des tedricas anteriormente
expostas, a saber: se os jogadores se comportam de acordo com o equilibrio misto em
jogos que possuam um perfil de estratégias colaborativas, o equilibrio colaborativo
como ponto focal e a queima de dinheiro como mecanismo de incentivo a colaboracio.
Os resultados mostraram que os jogadores ndo aparentam se comportar como predito
pelo equilibrio misto, nem o equilibrio colaborativo aparenta ter a propriedade de ponto
focal. Também detectamos que o mecanismo de queima de dinheiro apenas auxiliou na
colaborag@o quando transformou um perfil de estratégias colaborativamente dominantes

instdvel em um equilibrio colaborativo.

Palavras Chave: Equilibrio Misto, Dominancia Colaborativa, Queima de Dinheiro,

Experimento.



Abstract

In this thesis we developed a critical analysis of the mixed Nash equilibrium by means
of three surveys. Initially, we developed the concept of collaborative dominance and
collaborative equilibrium, and from them we reached the follow conclusion: in 2x2
games in the strategic form, if there is a collaborative equilibrium then the mixed
equilibrium is irrational. Furthermore, we show that the collaborative equilibrium’s
expected utilities are always the highest utilities available for the players on the game
and, for this reason, the collaborative equilibrium may be seen for the players as a focal
point. We also show that there are strategic situations in which the mixed equilibrium’s
expected utilities are inefficient, but that the players can reach a better result
transforming a profile of unstable collaboratively dominant strategies into a
collaborative equilibrium by means of self-sacrificing contracts. After that, we propose
a new approach to evaluate the burning money behavior based on the mixed
equilibrium’s expected utility. We proved that, for 2x2 games with a well defined mixed
equilibrium (in non-degenerate sense), the existence of collaboratively dominant
strategy of player j for player i is a necessary and sufficient condition for the existence
of negative derivatives of the mixed equilibrium’s expected utility, which would justify
a burning money behavior, since it increases player i’s mixed equilibrium expected
utility. Finally, we tested experimentally the theoretical predictions above, namely: if
players behave according to the mixed equilibrium in games that have a collaborative
strategy profile, the collaborative equilibrium as a focal point, and the burning money
mechanism as an incentive to collaboration. The results showed that players do not
seem to behave as predicted by the mixed equilibrium and that the collaborative
equilibrium does not appear to have focal point properties. Also, we detected that a
burning money mechanism only helps players to collaborate when it transforms an

unstable collaborative strategy profile into a collaborative equilibrium.

Keywords: Mixed Equilibrium, Collaborative Dominance, Burning money,

Experiments.
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Ensaios sobre Equilibrio Misto de Nash Capitulo 1

Capitulo 1

Consideracoes Iniciais

“O que quereis que os homens vos facam, fazei-o também a eles” (Lucas, 6: 31)

Mesmo sendo uma teoria relativamente jovem, a Teoria dos Jogos, nos moldes
iniciados por Von Neumann & Morgenstern (1944) e na posterior contribuicdo de Nash
(1951), proporcionou uma revolucio nos estudos econdmicos. Isso se deve, em grande
parte, a linguagem e técnicas matemadticas utilizadas, as quais permitiram maior
formalismo dos conceitos e novas formas para analisar situa¢des envolvendo interagdes
entre multiplos decisores.

Myerson (1999) destaca que, mesmo com a contribui¢éo pioneira e inovadora de
Von Neumann e Morgenstern, foi o trabalho de Nash que ampliou o alcance da teoria
dos jogos, extrapolando a contribuicdo de Cournot e generalizando o Teorema Minmax
de Von Neumann, ao introduzir o hoje tdo popular conceito de equilibrio de Nash. Nash
(1951) provou que todo jogo finito (no conjunto de jogadores e no conjunto de
estratégias de cada um deles) tem pelo menos um perfil de estratégia mista que é
equilibrio do jogo. Ele também apontou duas interpretacdes’ para o conceito de
equilibrio: primeiro, temos a idéia de que o equilibrio de Nash delimita um conjunto de

perfis de estratégias mistas as quais, suportadas pelo critério de racionalidade’,

! Além das interpretacdes racional e evoluciondria de Nash, o equilibrio misto pode ser interpretado de
outras formas. Autores renomados como Harsanyi (1973) e Aumann (1987) também propuseram suas
visGes sobre o assunto. Contudo, ndo existe um consenso na literatura sobre qual interpretagao é a mais
apropriada. Uma interessante discussdo sobre as interpretages do equilibrio misto de Nash pode ser
vista em Osborne & Rubinstein (1994). Neste livro é possivel perceber o desacordo dos autores em
alguns pontos.

* para uma maior discussio de como a racionalidade dos jogadores é derivada dos axiomas de Von
Neumann, recomendamos o capitulo 1 do Myerson (1991).
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poderiam ser escolhidas pelos jogadores como possiveis solucdes para o jogo; ou seja, o
equilibrio de um jogo pode ser visto como o comportamento de um conjunto de
jogadores em que todos (agindo individualmente) se comportam de forma racional. Em
segundo lugar, temos que a idéia de estratégia mista (e, com efeito, do equilibrio misto)
poderia refletir a frequéncia com que um grupo de n jogadores (escolhidos
aleatoriamente de n populagdes) escolheria suas estratégias puras, isto €, a estratégia
mista seria composta pelo comportamento médio dos jogadores de cada uma das n
populaces’. No decorrer desta tese, iremos adotar a tradicional interpretaio racional
para desenvolver nossos argumentos, ou seja, estudaremos jogos com uma Unica rodada
em que os jogadores dispdem de algum mecanismo probabilistico que os habilita a
realmente adotarem uma estratégia mista (randomizada).

Em pouco tempo, inimeras aplicacdes econdmicas passaram a fazer uso do
conceito de equilibrio de Nash, o qual, pela sua relevancia, também passou a ser alvo
constante de andlises tedricas e experimentais. Em trabalhos posteriores, diversos
autores procuraram aprimorar e introduzir novas nocdes de equilibrio, além de
propostas de selecdo de equilibrio para jogos com multiplos equilibrios de Nash, ou
ainda buscavam comparar as predi¢cdes tedricas com o “real” comportamento dos
individuos quando deparados com situacdes estratégicas diversas e, a partir dai, propor
novos modelos tedricos.

Mesmo apds eminentes trabalhos como, por exemplo, Myerson (1978), Harsanyi
& Selten (1988) do lado tedrico e recentes contribuicdes como as de Walker & Wooders
(2001), Chiappori, Levitt & Groseclose (2002) e Golman & Page (2010) no campo
empirico e experimental, entre tantos outros, ainda existem alguns aspectos a serem
analisados com relagdo ao equilibrio de Nash, em particular no que tange o equilibrio
misto (na sua forma nio-degenerada), como tentaremos mostrar ao longo desta tese.

Agora, apresentamos o nosso problema de pesquisa, no qual procuramos
levantar uma nova critica ao equilibrio misto no que tange a sua racionalidade (como
serd explicado mais a frente). A discussdo exposta é baseada na andlise de como a
distribuicdo de probabilidade do equilibrio misto reage a variacdo nos payoffs dos
jogadores, sobretudo, quando alguns payoffs tendem a valores especificos. Vale
ressaltar que no decorrer da tese, supomos que os jogadores se comportam de acordo

com o equilibrio misto, ou seja, eles de fato randomizam as suas estratégias puras. Para

® Ver Young (2011).
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auxiliar na argumentagdo, € utilizado o jogo da Caga ao cervo’. Esse jogo ¢ inspirado na
andlise proposta por Rousseau (1755)° sobre a origem da desigualdade entre os homens,

como ilustra a passagem a seguir:

“Eis como os homens puderam paulatinamente adquirir certas idéias
grosseira dos compromissos mituos e da vantagem de honra-los, mas s6 na
medida em que pudesse exigi-lo o interesse presente e sensivel; pois a
previdéncia nada era para eles, e, longe de se preocuparem com um provir
distante, sequer pensavam no dia seguinte. Se precisassem capturar um cervo,
cada um sentia que devia para tanto manter-se fielmente em seu posto; mas
se uma lebre viesse a passar ao alcance de um deles, ndo hd ddvida que ele a
perseguiria sem escripulos e que, alcancando a sua presa, pouco se
preocuparia em ter feito os companheiros perderem a deles” ROUSSEAU
(1755, p.121).

Para analisarmos a passagem proposta por Rousseau via teoria dos jogos, é
necessdrio que facamos algumas suposi¢des sobre a histéria dos cagadores que decidem
sair para cagar um cervo. Dois cagadores decidem conjuntamente cacar um cervo e
partem para esta jornada, quando, no meio do caminho, eles se deparam com uma lebre
e devem decidir separadamente se permanecem com o plano de cagar o cervo, ou se
partem para cacar a lebre. Neste ponto, sdo assumidas algumas hipéteses, a saber: o
cervo s pode ser capturado por dois cacadores, porém a lebre pode ser capturada por
apenas um cacador; os cacadores ndo podem se comunicar no momento da decisdo e,
caso eles permaneg¢am seguindo o plano de caca ao cervo, o animal serd capturado com

certeza. Um exemplo do jogo da Caca ao cervo € ilustrado na Figura 1.1.

Jogador 2

Cervo | Lebre
Cervo | (9,9) | (0,7)
Lebre | (7,0) | (6, 6)
Figura 1.1: O jogo da Caca ao cervo.

Jogador 1

Nesse jogo existem dois equilibrios em estratégia pura (Cervo, Cervo) e (Lebre,

Lebre) e um terceiro equilibrio em estratégia mista £ = (M, N), com M = (%, %) e

* Para uma melhor compreens3o da histéria do jogo da Caca ao cervo, recomendamos a leitura de
Binmore (1994) e Shyrms (2004).

® Rousseau tinha uma idéia particular sobre o comportamento humano, a saber: “.. em vez dessa
madxima sublime de justica arrazoada: faz ao outro o que queres que te facam, inspira a todos os homens
esta outra maxima de bondade natural muito menos perfeita, mas talvez mais util do que a anterior: faz
o teu bem com o minimo de mal possivel para os outros” ROUSSEAU (1755, p.112).

“
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N=(%, Y4), o que dd uma utilidade esperada de 6,75 para cada jogador. Todavia, para
tornar a andlise do jogo da Caca ao cervo mais geral, é utilizada a seguinte matriz de
payoffs®, como mostra a Figura 1.2. Para que este jogo represente o problema da Caga
ao cervo a ordem do payoffs deve ser a>b>c>d.

Sabe-se que em um equilibrio misto, a escolha da distribui¢do de probabilidade
(ou seja, da estratégia mista) é feita com o intuito de que os demais jogadores fiquem
indiferentes entre as estratégias puras deles no suporte do equilibrio (isto €, entre as
estratégias que sdo jogadas com probabilidade positiva). Agora, € solicitado ao leitor
que volte e analise atentamente o jogo da Caca ao cervo. Nele € possivel perceber que
cada jogador tem uma preferéncia estrita’ de que o outro jogue a estratégia Cervo, uma
vez que a>d e b>c. Contudo, mesmo neste caso, o equilibrio misto é indicado como
uma opc¢do racional para os jogadores, contrariando as preferéncias originais e
acarretando em resultado ineficiente no sentido de Pareto. Entdo, levanta-se o seguinte
problema: em jogos em que os jogadores t€m uma preferéncia estrita para que o outro
jogador escolha uma dada estratégia, por que eles gostariam de tornar o outro jogador
indiferente com relagdo as estratégias dele, ou seja, por que eles jogariam de acordo

com o equilibrio misto?

Jogador 2

Cervo | Lebre
Cervo | (a,a) | (d, b)
Lebre | (b,d) | (c, c)
Figura 1.2: Estrutural geral do jogo da Caca ao cervo.

Jogador 1

Para responder esse questionamento e desenvolver um estudo critico sobre o
equilibrio misto de Nash, esta tese estd organizada na forma de trés ensaios. No
primeiro ensaio intitulado “Equilibrio misto: quando tornar o outro jogador indiferente
parece irracional”, apresentamos o conceito de dominancia colaborativa e de equilibrio
colaborativo e utilizamos estes conceitos para explicar porque alguns equilibrios mistos
parecem ser irracionais e, por isso, ndo deveriam ser escolhidos pelos participantes de
um jogo estratégico. No segundo, intitulado “Equilibrio misto: quando queimar dinheiro

é racional” seguimos a linha critica de andlise ao equilibrio misto estudando quando o

®0s payoffs sdo representados em utilidade cardinal.
Outros jogos, além da Caga ao cervo, em que os jogadores tém preferéncia estrita que o outro jogue
uma dada estratégia sao, por exemplo, o jogo da Galinha, o Dilema dos prisioneiros, entre outros.
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comportamento de queima de dinheiro (ou utilidade) pode ser utilizado como um
mecanismo de cooperagdo entre os jogadores, garantido uma melhora da utilidade
esperada do equilibrio misto. Por fim, no dltimo ensaio intitulado “Equilibrio misto,
dominéncia colaborativa e queima de dinheiro: um estudo experimental” buscamos
fazer uma comparagdo entre as predigdes tedricas desenvolvidas nos ensaios anteriores
com o real comportamento dos participantes em situagdes estratégicas por meio de um

estudo experimental.
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Capitulo 2

Equilibrio Misto: quando tornar o outro jogador
indiferente parece irracional

2.1. Introducao

O equilibrio de Nash® em estratégia mista (Nash, 1951) é o conceito de solugio
mais popular na Teoria dos Jogos e amplamente apontado em livros-texto como a
solucdo para jogos sem e, em alguns casos, com miltiplos equilibrios em estratégia
pura. O seu uso ¢ justificado em jogos de soma-zero (como o jogo do par ou impar),
jogos de coordenacdo (como, por exemplo, o jogo da Batalha dos sexos) e muitos
outros.

Em linhas gerais, uma estratégia mista’ para um jogador é uma distribuicdo de
probabilidade sobre as suas estratégias puras. Um perfil de estratégias mistas é uma
colecdo de estratégias mistas, sendo uma para cada jogador que participa do jogo.
Assim, um equilibrio de Nash em estratégias mistas € um perfil de estratégias mistas tal
que nenhum jogador tem incentivo de utilizar outra estratégia quando os demais jogam
de acordo com o perfil de estratégias do equilibrio, ou seja, qualquer jogador ao trocar
unilateralmente sua estratégia de equilibrio por outra obterd uma utilidade esperada
menor do que ou igual aquela que € obtida no equilibrio. Em um equilibrio de Nash em

estratégias mistas, os jogadores sdo indiferentes entre as suas estratégias puras que

8 para uma melhor compreens3o das contribuices de Nash para a Teoria dos jogos e seus reflexos na
Teoria EconGmica recomendamos a leitura de Kunh et al. (1996), Myerson (1999), Binmore (2011), Hart
(2011), Maskin (2011) e Young (2011).

° Para definigGes mais formais do equilibrio misto recomendamos: Nash (1951) e livros textos como, por
exemplo, Myerson (1991), Gibbons (1992), Osborne & Rubinstein (1994) e Rasmusen (1996).
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recebem probabilidade positiva de acordo com a estratégia mista. De fato, como os
jogadores sdao indiferentes entre essas estratégias puras, qualquer distribuicdo de
probabilidade sobre elas dard ao jogador a mesma utilidade esperada. Assim, em um
equilibrio misto, a escolha da estratégia mista é feita com o intuito de que os demais
jogadores fiquem indiferentes entre as estratégias puras deles no suporte do equilibrio.
Existem diversas situacdes estratégias como, por exemplo, o jogo da Caga ao
cervo, em que os jogadores t€ém uma preferéncia estrita por uma dada estratégia pura do
outro jogador e, mesmo assim, o equilibrio misto € considerado como um
comportamento racional por parte dos jogadores. Contudo, ao jogarem de acordo com o
equilibrio misto (deixando o outro jogador indiferente), os jogadores estdo contrariando
suas preferéncias originais bem como estdo obtendo utilidades esperadas ineficientes, o
que pode ser considerado como um comportamento irracional. Embora cagar a lebre
também contrarie as preferéncias originais dos jogadores e resulte em payoffs
ineficientes, o equilibrio (Lebre, Lebre) representa uma opg¢ao segura para os jogadores
como discutido por Aumann (1990). Aumann'” propde uma discussdo de quando um
equilibrio de Nash pode ser considerado auto-imposto (self-enforcing) baseado em
antncios verbais por parte dos jogadores; ou seja, quando podemos garantir que os
jogadores irdo jogar de acordo com certo equilibrio de Nash uma vez que anunciaram
que o fariam. Logo, também tomando como base o jogo da Caca ao cervo, ele conclui
que embora os jogadores afirmem que irdo jogar (Cervo, Cervo) isso ndo aumenta o
incentivo deles de realmente escolher essas respectivas estratégias. Assim sendo,
quando o jogador 1 declara que vai jogar cervo, isso ndo acrescenta nenhuma
informagdo para o jogador 2, pois, este sabe que o jogador 1 prefere que ele sempre
jogue cervo. Deste modo, o jogador 2 sabe que o jogador 1 afirmaria concordar com
qualquer acordo em que o jogador 2 jogue cervo, mas isso ndo garante que o jogador 1
ird de fato cumprir o acordo e jogar cervo também. Por exemplo, o jogador 1 pode
preferir jogar lebre uma vez que esta ¢ uma opc¢ao mais segura“. Um raciocinio andlogo
também se aplica ao jogador 2. Contudo, o equilibrio misto ndo possui esta propriedade

de seguranca e assim, além da propriedade de estabilidade pertencente a todos os

1 Em um trabalho recente, Maskin (2011) segue a mesma argumentacio proposta por Aumann (1990)
para analisar quando o equilibrio de Nash ndo pode ser considerado como self-enforcing. Uma discussdo
sobre self-enforcing equilibrios em jogos mais gerais pode ser vista em Bernheim, Peleg & Whinston
(1987) e Moreno & Wooders (1996).

" No jogo da Caca ao cervo, o equilibrio (Cervo, Cervo) é dito payoff dominante enquanto o equilibrio
(Lebre, Lebre) é dito risco dominante. Para maiores informagdes ver Harsanyi & Selten (1988).
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equilibrios, os jogadores nao tém nenhuma razdo racional de se comportar como sugere
o equilibrio misto.

Baseados nessa intui¢do, nossa proposta € discutir em que situagdes tornar os
demais jogadores indiferentes entre que estratégia escolher é racional (maximiza
utilidade). Mas, antes de discutir esse ponto, iremos expor algumas criticas ja existentes
ao uso do equilibrio misto. Por serem co-laureados do Prémio Sveriges Riksbank de
Ciéncias Econdmicas em Memdria de Alfred Nobel em 1994 juntamente com Nash, a
primeira critica exposta serd a argumentacio de instabilidade'” presente em Harsanyi &
Selten (1988, p.14-16).

Imagine um jogo sem equilibrio em estratégia pura, ou seja, tendo apenas

equilibrio em estratégia mista como mostra a Figura 2.1.

Jogador 2

W Y4
X | (45, 30)| (0, 90)
Y | (30,75) ] (60,45)
Figura 2.1: A instabilidade do equilibrio misto.

Jogador 1

O equilibrio em estratégia mista nesse jogo é E=(M, N), com M=("4, %), no qual
o jogador 1 escolhe sua estratégia X como probabilidade 5 e sua estratégia ¥ com a

probabilidade complementar de 7 € N=(4. £ ), no qual o jogador 2 escolhe a estratégia
W com probabilidade 4/ ¢ Z com a probabilidade complementar de !¢ . Por uma questao

didética, os autores propdem que se defina uma nova matriz de payoffs, sendo que desta
vez, incluindo M como uma nova linha para o jogador 1 e N como uma nova coluna

para o jogador 2, resultado que pode ser visto na Figura 2.2.

Jogador 2
X Y N
Jogador 1| A | (45, 30) | (0,90) | (36, 42)
B | (30,75)](60,45) | (36, 69)
M | (35, 60) | (40, 60) | (36, 60)
Figura 2.2: Adicionando as estratégias mistas.

20 conceito de instabilidade discutida aqui é diferente da idéia de instabilidade presente no conceito
de mao trémula (Trembling Hand Perfect Equilibrium). Para maiores informag&es ver Selten (1975).
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Realizado o processo de avaliagdo da utilidade esperada, os autores partem para
uma andlise de estabilidade do jogo em questdo. Observe que se o jogador 1 escolher a
sua estratégia mista M, o jogador 2 ndo tem nenhum incentivo direto para também jogar
sua estratégia mista (mesmo o par (M, N) sendo o equilibrio do jogo). Isso ocorre, pois,
dado que assumimos que o jogador 1 escolheu M, a utilidade esperada do jogador 2 serd
sempre de 60 independentemente de sua escolha. O mesmo ocorre se assumirmos que o
jogador 2 escolhe N, e assim o jogador 1 teria uma utilidade esperada de 36,
independentemente da estratégia que venha a escolher. Logo, por existirem infinitas
estratégias que agem como melhor resposta a estratégia mista do adversdrio, o equilibrio
em estratégia mista € classificado como instavel .

A segunda critica apresentada é do também laureado Robert Aumann (1974). O
autor argumenta que existe uma gama de jogos nos quais os payoffs relativos a alguns
equilibrios sdo ineficientes para todos os jogadores quando comparados com os payoffs
de outros perfis de estratégias do jogo (que ndo sdo equilibrios). Com isso, € natural que
os jogadores tentem obter meios de aumentar o conjunto de equilibrios do jogo de modo
a incluir resultados eficientes (ou, entdo, menos ineficientes). Para ilustrar a analise

Aumann supde o seguinte jogo exposto na Figura 2.3.

Jogador 2

w Z
X|(51)](0,0)
Y|(4,4)](l5)
Figura 2.3: Na busca por novos equilibrios.

Jogador 1

Este jogo tem trés equilibrios, sendo dois puros, (X, W) e (¥, Z), € um misto na
forma E=((1/2, 1/2), (1/2, 1/2)) o qual proporciona uma utilidade esperada de 2,5 para
cada jogador. Contudo, note que o par de estratégias (¥, W) proporcionaria utilidades de
(4, 4) para os jogadores, o que faz da utilidade esperada do equilibrio misto ineficiente.
Uma vez que os dois equilibrios puros sdo assimétricos, os jogadores poderiam buscar
meios para se coordenarem e obterem um melhor resultado esperado quando comparado
com aquele do equilibrio misto. Entdo, Aumann desenvolve o conceito de correlated
equilibrium indicando que se existir um mediador externo e imparcial, este poderia

sugerir uma distribuicdo de probabilidade sobre os perfis de estratégias do jogo e,

3 Ver também Kuhn et al (1996).
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posteriormente, como reflexo da distribuicdo de probabilidade, recomendar
individualmente a escolha de uma dada estratégia para cada jogador, o que constituiria
um novo equilibrio do jogo'*. Para o exemplo da Figura 2.3, no correlated equilibrium
os perfis de estratégia (X, W), (¥, W) e (¥, Z) seriam escolhidos com probabilidade de
1/3, o que proporcionaria uma utilidade esperada de 10/3 para cada jogador, utilidade
esta superior a do equilibrio misto.

A préxima critica apresentada € proposta por Kalai & Samet (1984). Os autores
seguem uma linha diferente da de Aumann e desenvolvem um refinamento ao conceito
de equilibrio de Nash na tentativa de eliminar pontos implausiveis do conjunto original
de equilibrios, denominando-o de equilibrio persistente (persistent equilibria). Quando
tal refinamento € aplicado ao jogo Batalha dos sexos ", por exemplo, ele elimina o
equilibrio misto, uma vez que a utilidade esperada obtida por cada jogador nesse
equilibrio € ineficiente, ou seja, € inferior a menor utilidade obtida em qualquer um dos

equilibrios puros do jogo, como ilustra a Figura 2.4.

Jogador 2
w V4 N
Jogador1 | X | (2,1) | (0,0) | (35%3)
Y| (0,0) | (1,2) | (%)
M | (*2%3) | (Y2%) | (¥ )
Figura 2.4: Batalha dos sexos adicionando as estratégias mistas.

Contudo, Harsanyi & Selten (1988) realizam fortes criticas ao conceito de
refinamento'® proposto por Kalai & Samet (1984), sobretudo, no tocante a eliminacio
do equilibrio misto no jogo citado. Os autores indicam que uma vez eliminado tal
equilibrio, os jogadores ndo poderiam aplicar nenhum critério de selecdo de equilibrio
para sairem do impasse em que se encontram e, por essa razdo, o equilibrio misto seria a
opg¢do mais plausivel para os jogadores. Ademais Myerson (1991) argumenta que, na

auséncia de comunica¢do ou mediadores, para sairem desse impasse, os jogadores

% para uma discuss3o mais formal sobre conceito de correlated equilibrium recomendamos a leitura de
Aumann (1974) e Myerson (1991).

> para uma melhor compreensdo da histéria do jogo Batalha dos sexos, recomendamos a leitura de
Luce & Raiffa (1989).

'® Para uma discussdo sobre refinamentos do equilibrio de Nash recomendamos Myerson (1978) e
Kohlberg & Mertens (1986).

10
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teriam que recorrer ao conceito de ponto focal'” o qual, vale ressaltar, a depender do
contexto do jogo, pode ndo existir.

Por fim, seguindo esta linha de critica baseada na eficiéncia (ou melhor, na
ineficiéncia) das utilidades esperadas resultantes do equilibrio misto, um problema
ainda mais grave pode emergir: o bem-estar social. Observe o jogo proposto por Luce &

Raiffa (1989, p. 107) e exposto na Figura 2.5.

Jogador 2

w Z
X\ (1, 3)] (2 3)
Y|(1,1)] (2 1)
Figura 2.5: Jogo com miiltiplos equilibrios puros.

Jogador 1

Nesse jogo especifico, todo perfil de estratégia ¢ um equilibrio de Nash. Assim,
utilizando a mesma abordagem de Harsanyi & Selten (1988), € criada uma nova matriz
do jogo incluindo as estratégias mistas (M, N), como mostra a Figura 2.6. Porém, o
leitor pode perceber que esse jogo tem infinitos equilibrios em estratégias mistas, isto &,
qualquer estratégia mista M=(p*, I-p*) para o jogador 1, na qual p*€[0,1] e qualquer
estratégia mista N=(q*, [-g*) para o jogador 2, na qual g*< [0,1], ¢ uma equilibrio misto

do jogo em questdo.

Jogador 2
w Z N
Jogador 1 | X (1, 3) (2, 3) (2 -q% 3)
Y (1,1) (2, 1) (2-q*% 1)
M| (1, 2p*+1) | (2, 2p*+1) | (2 - q* 2p*+1)

Figura 2.6: Jogo com miiltiplos equilibrios puros e infinitos equilibrios mistos.

Assim, a depender da escolha de p* e g*, e supondo que a sociedade é composta
apenas pelos dois jogadores, a mesma poderia se encontrar no melhor estado social (e
eficiente no sentido de Pareto) ou, em contrapartida, no estado social mais ineficiente.

A critica que desenvolvemos neste capitulo apresenta duas caracteristicas de
natureza distintas, quais sejam: caracteristicas dos refinamentos e caracteristica dos
critérios de selecdo de equilibrio. Primeiro, discutimos quando um dado equilibrio misto

¢ considerado irracional, como feito nos refinamentos; contudo, nossa critica nio se

7 Para idéias originais ver Schelling (1980), e para contribuicdes mais recentes sobre o tema ver
Binmore & Samuelson (2006).

11
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baseia em uma nova definicdo de equilibrio uma vez que nem sempre os jogadores t€m
uma preferéncia pelas estratégias do outro jogador. Por outro lado, nossa critica
recomenda a adocdo de um equilibrio puro sempre que o equilibrio misto for
caracterizado como irracional, o que € uma caracteristica da literatura de selecdo de
equilibrio.

O restante do capitulo estd organizado como segue: na Secdo 2.2 nds
introduzimos o conceito de dominincia colaborativa para jogos 2x2 e discutimos como
este conceito pode ser utilizado como uma critica a alguns equilibrios mistos; na Se¢do
2.3 nés discutimos como os jogadores podem alcangar a cooperagdo via contratos de
queima de dinheiro (ou auto-penalizacdo) — vale ressaltar que nesta secdo (e apenas
nela) discutiremos o problema proposto pela 6tica dos jogos cooperativos —; na Se¢do
2.4, estendemos o conceito de dominincia colaborativa para jogos mais gerais e
discutimos as implicagdes adicionais desta definicdo; na Secdo 2.5 apresentamos as

consideragdes finais.

2.2. Dominancia colaborativa estavel

Iniciamos nossa critica ao equilibrio misto analisando a seguinte questdo: com
base nos jogos expostos na Figura 2.7, por que o jogador 1 gostaria de tornar o jogador
2 indiferente com relacdo as estratégias dele, ou seja, por que ele jogaria de acordo com

o equilibrio misto?

Jogador 2 Jogador 2
w Y4 w Y4
Jogador 1 X1 3.3 | 02 Jogador 1 X100/ 13 1)
Y| (20 | (L1 Y|(1,3)](22)
Jogo da Caca ao cervo Jogo da Galinha
(i) (ii)
Jogador 2 Jogador 2
w Z w Z
Jogador 1 X1 (1.3 |23 Jogador 1 X130 (01)
Y| (L1 | (21) Y|(23)](12)
Jogo com miiltiplos equilibrios puros Jogo sem equilibrio puro
(iii) (iv)

Figura 2.7: Jogos com estratégia colaborativamente dominante.

12
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Observe que nos jogos em questdo, ambos os jogadores prefeririam que o outro
escolhesse uma estratégia especifica, independentemente de sua prépria decisdo. Mas,
antes de responder a questdo inicialmente proposta, formalizamos, pois, esta idéia. Seja
I'=(K,(S)iex, (Up)ek) um jogo 2x2 na forma normal, em que K={1, 2} é o conjunto
de jogadores e S; € o conjunto de estratégias puras e U;: S; XS, » R € a funcdo

utilidade, ambas para o jogador i € K. Entdo, podemos definir:

Domindncia Colaborativa forte (ou estrita): Para o jogo I', dizemos que a estratégia
s; € S, (resp. s; € S1) é colaborativamente dominante no sentido estrito em relagdo a
estratégia s, € S, (resp. s; € S;) para o jogador 1 (resp. 2) se U;(sy,s3) > U;(54,52),

Vs, €S, (resp. U,(s1,85) > U,(sq,52), Vs, €S,).

Domindncia Colaborativa fraca (ou ndo-estrita): Para o jogo I', dizemos que a
estratégia s; € S, (resp. S; € S;) é colaborativamente dominante no sentido ndo-estrito
em relagdo 2 estratégia s, € S, (resp. s; € S;) para o jogador 1 (resp. 2) se U;(sq,s3) >
Ui(s1,52), V51 €Sy (resp. Uy(si,s3) > Uy(sq,82), Vs, €S,) e, para um §; € Sy,
U1(81,53) > Uy (81, 52) (resp. 8; € Sy, Uz (s7,32) > Uz (s1,52)).

A partir do conceito de domindncia colaborativa exposto, podemos refazer a
questdo anteriormente inquirida: uma vez que exista uma estratégia do jogador j que é
colaborativamente dominante para o jogador i, por que este Ultimo gostaria de tornar o
jogador j indiferente com relacdo as estratégias dele, ou seja, por que ele jogaria o
equilibrio misto?

Uma vez que o jogador i tem uma preferéncia por uma das estratégias do
jogador j, nés podemos imaginar que aquele tentard fazer o que for possivel para
estimular este a escolher tal estratégia (a estratégia colaborativamente dominante) e, por
essa razdo, tornar o jogador j indiferente entre que estratégias escolher ndo parece um
bom comego. Logo, com base simplesmente no conceito de dominéncia colaborativa, o
jogador i ndo deveria ter incentivo a jogar sua estratégia do equilibrio misto. Portanto,
uma possivel justificativa para este jogar de acordo com o equilibrio misto se
fundamenta na propriedade de estabilidade do equilibrio, conforme vemos a seguir.

Consideremos novamente os jogos da Figura 2.7. Neles, ambos os jogadores tém

estratégias colaborativamente dominantes. Entdo, analisemos o que ocorreria se ambos

13
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resolvessem colaborar, isto é, se resolvessem fazer ao outro aquilo que eles gostariam
que o outro o fizessem'®. Caso se comportem como suposto, os jogadores chegariam a
um equilibrio dnico nos jogos (i) e (iii), os quais sdo eficientes no sentido de Pareto e
proporcionam uma utilidade esperada maior do que (ou pelo menos igual a) a utilidade
esperada do equilibrio misto para ambos os jogadores. Isso ocorre porque a estratégia
colaborativamente dominante de cada jogador é uma melhor resposta para a estratégia
colaborativamente dominante do outro. Por essa razdo, poderiamos denominar esses
dois equilibrios de Nash de equilibrios colaborativos. Todavia, para os jogos (ii), € (iv) a
combinacdo de estratégias colaborativamente dominantes levaria os jogadores a pontos
da matriz de payoffs que ndo correspondem a equilibrios de Nash (no sentido puro),
mesmo que desejados por ambos. Isso ocorre porque a estratégia colaborativamente
dominante de pelo menos um jogador ndo € uma melhor resposta para a estratégia
colaborativamente dominante do outro. Para tornar essa idéia mais clara, observe o jogo
(ii). Nele, a estratégia Z do jogador 2 é colaborativamente dominante para o jogador 1 e
a estratégia Y do jogador 1 € colaborativamente dominante para o jogador 2. Contudo,
se escolhessem o par (Y, Z) resultando em payoffs de (2, 2) — que s@o maiores do que as
utilidades esperadas do equilibrio misto — ambos teriam beneficios por desvios
unilaterais de estratégia. Logo o par (¥, Z) ndo ¢é estdvel e, por isso, ndo poderia ser
considerado um equilibrio, a0 menos em jogos ndo-repetidos.

Percebemos, entdo, que o conceito de estratégia colaborativamente dominante
ndo ¢ suficiente para garantir que os jogadores ndo optardo pela estratégia mista. Por
isso, € necessdrio classificar as estratégias colaborativamente dominantes de acordo com

o critério de estabilidade a seguir:

Domindncia Colaborativa estdvel (equilibrio colaborativo): Para o jogo I', seja s; € S;
uma estratégia colaborativamente dominante (fraca ou forte) para o jogador 2, e seja
s; € S, uma estratégia colaborativamente dominante (fraca ou forte) para o jogador 1.
Dizemos que o par de estratégias (sj,s;) € colaborativamente estavel se for um

equilibrio puro de Nash.

'® Esta idéia é conhecida como a Regra de Ouro da Biblia, que diz: “O que quereis que os homens vos
fagam, fazei-o também a eles” (Lucas, 6: 31). No contexto de Teoria dos Jogos, esta idéia corresponde a
jogar a estratégia que é colaborativamente dominante para o outro jogador.
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Adicionalmente, por simplicidade de nota¢do, sempre que U;(si,s;) =
U,(sy,53), Vs, €S, mas ocorrer que U,(s],s3) < U,(s],s,), para algums, € S,,
diremos que o par (s1,s;) € instdvel para o jogador 2 (com as devidas altera¢des, o
mesmo também é vélido para o jogador 1, ou seja, o par pode ser instavel apenas para
um jogador).

Agora, estamos aptos a responder a questdo proposta no inicio da secdo. Em um
jogo 2x2, uma vez que os jogadores tiverem estratégias colaborativamente dominantes,
eles apenas devem optar pela escolha de outras estratégias, sobretudo mistas, quando o

par de estratégias colaborativamente dominantes for instdvel, a0 menos para um deles.

2.3. Em busca da colaboracao estavel

Na secdo anterior, focamos nossa andlise em jogos que tinham pelo menos um
equilibrio misto na forma nﬁo—degeneradaw. Agora, ampliamos o debate de modo a
incluir jogos com apenas um equilibrio puro, ou seja, com equilibrio misto degenerado.
Para isso, acrescentamos a andlise outros dois jogos além dos ji expostos na Figura 2.7,

como mostra a Figura 2.8.

Jogador 2 Jogador 2
w Z w Z
Jogador 1 X (3.3 | (0.4 Jogador 1 X[ 3.0 | 22
Y| (40) | (1,1) Y| (1,1) ] (03)
Jogo do Dilema dos Prisioneiros Jogo com equilibrio puro eficiente
(v) (vi)

Figura 2.8: Jogos com estratégias colaborativamente dominante — parte I1.

Avaliando cada jogo, observamos que: no jogo (v), a estratégia W do jogador 2 é
colaborativamente dominante para o jogador 1 e a estratégia X do jogador 1 ¢é
colaborativamente dominante para o jogador 2. Nesse jogo, o par (X, W) € instdvel e o
unico equilibrio existente é o par de estratégias (Y, Z) que é, contudo, ineficiente. Por
outro lado, no jogo (vi), a estratégia W do jogador 2 é colaborativamente dominante para

o jogador 1 e a estratégia Y do jogador 1 € colaborativamente dominante para o jogador

19 ™ Y] . ~ .
Utilizaremos os termos equilibrio misto degenerado e ndo-degenerado no mesmo sentido de

Fudenberg & Tirole (1991).
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2. Observe também que o par (¥, W) € instdvel e o tnico equilibrio do jogo é o par de
estratégias (X, Z) que &, por sua vez, eficiente.

Agora, com base nos seis jogos expostos (os quatro jogos da Figura 2.7 e os dois
jogos da Figura 2.8), podemos afirmar que utilizando o conceito de dominéncia
colaborativa estdvel, os jogadores seriam capazes de alcangar o equilibrio eficiente nos
jogos (i) e (iii) da Figura 2.7. Todavia, nos jogos (ii) e (iv) da Figura 2.7 e no jogo (v) da
Figura 2.8, se optarem pelo equilibrio misto — que no caso do jogo (v) € um equilibrio
degenerado, isto €, ambos os jogadores atribuem probabilidade um as suas estratégias
dominantes — os jogadores receberiam uma utilidade esperada menor do que a utilidade
proveniente do perfil formado pelas estratégias colaborativamente dominantes (mesmo
este ndo sendo um equilibrio de Nash). Assim, podemos afirmar que, nesses casos, 0s
jogadores gostariam de tornar o par de estratégias colaborativamente dominantes
instdvel em um equilibrio de Nash.

Porém, para que esta transformacdo seja admissivel, temos que analisar o jogo
ndo mais pela Otica dos jogos ndo-cooperativos e sim dos jogos cooperativos (ou semi-
cooperativoszo), nos quais a comunicagdo entre os jogadores bem como a assinatura de
acordos sdo possiveis. Para facilitar o entendimento do problema proposto e manter a
didética utilizada ao longo do texto, analisaremos inicialmente a questdo por meio de
alguns exemplos antes de defini-la formalmente.

Primeiro, admita o jogo do dilema dos prisioneiros e que a comunicagdo entre 0s
jogadores é permitida pelo contexto. Entdo, os jogadores poderiam, por exemplo, antes
do inicio do jogo firmar o seguinte acordo conjunto: se o meu adversdrio cooperar
comigo e eu ndo cooperar com ele, eu serei obrigado a me penalizar em uma unidade de
minha utilidade (queimar dinheiro). A partir desse acordo o jogo (v) da Figura 2.8 seria
transformado como mostra a Figura 2.9. O novo jogo passaria a ter dois equilibrios de
Nash em estratégia pura, e pelo critério da dominancia colaborativa estdvel, o par (X, W)

seria escolhido.

Jogador 2 Jogador 2
W Z W Z
Jogador 1 X[ (3.3 (0.4 ::> Jogador 1 X133 103
Y1(40) (1) Y1301 1)
Jogo original Jogo transformado

Figura 2.9: Transformando estratégias colaborativas instdveis em estdveis.

%% Kalai & Kalai (2009).
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Utilizando um acordo andlogo, um resultado semelhante poderia ser obtido no
jogo (i) da Figura 2.7. No jogo (iv) da Figura 2.7, note que o par de estratégias
colaborativamente dominantes € instdvel apenas para o jogador 1, assim, a comunicagio
e o acordo necessitam ser apenas parciais, isto é, o contrato poderia ser unilateral. O
contrato diria, por exemplo: se o jogador 1 ndo colaborar com o jogador 2 quando este
colaborar, ele terd que se auto-penalizar em uma unidade de sua utilidade. Por fim,
percebemos que mesmo existindo contratos capazes de transformar o par (¥, W) em um
equilibrio de Nash no jogo (vi) da Figura 2.8, o mesmo ndo seria assinado pelos
jogadores, uma vez que as utilidades esperadas obtida por ambos os jogadores com o
par (¥, W) sdao menores do que as obtidas no equilibrio original. Com base nos

exemplos, formalizemos a idéia de jogos com auto-penalizagdo:

Jogo com auto-penalizagdo: Seja I' = (K, (S;)iex, (U;)iex) um jogo na forma normal.
Dizemos que a fungéo ¥ (.) transforma o jogo I' em um jogo com auto-penalizagdo (ou
queima de dinheiro) se além do conjunto de estratégias S;, cada jogador tiver a opg¢do de
destruir (queimar) uma quantidade continua e positiva de sua utilidade. Assim temos:
Y(I) = (K, (S)iex> (UDiex), em que U; (X 1) iex) = Ui ((X $)iex) — pi((X $)iex),
em que p;((X s;)iex) = 0, indica a penalidade sofrida pelo jogador i caso ocorra a

combina¢do de estratégias (X s;);ek-

Como o objetivo € penalizar o jogador que ndo cooperar com o outro jogador
quando este cooperar entdo, podemos definir sem perda de generalidade que se s; e s,
sdo estratégias colaborativamente dominantes para os jogadores 2 e 1, respectivamente,
entdo, V s; # S; e S, # S5, temos p;(sy,53) > 0, p,(s7,52) > 0 e p; e p, sdo iguais a
zero nos demais casos. Notemos que o contrato com queima de dinheiro tem uma
vantagem sobre outros tipos de contrato uma vez que explicita as penalidades que os
jogadores devem sofrer.

A fun¢@o de transformagdo, ou melhor, o contrato entre os jogadores s serd
assinado se satisfizer a restrigdo de participacdo (ou restricdo de racionalidade
individual) que é dada por: U;((X s})xex) = U7, Vi € K. Ela indica que os jogadores s6
irdo assinar o contrato de cooperacdo se a utilidade obtida ao jogarem suas estratégias
colaborativamente dominantes for maior do que ou igual a utilidade esperada obtida
pela escolha do equilibrio misto no jogo original, que € representada por U;. Como o

nosso objetivo é analisar em que situacio € irracional jogar um determinado equilibrio
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misto, entdo fixamos um dado equilibrio misto do jogo (caso exista mais de um) e U/
serd a utilidade esperada deste equilibrio para o jogador i. Para tornar esta intuicdo mais

clara, observemos o seguinte jogo da Figura 2.10.

Jogador 2

w Y4
X\|(4,1)](,1)
Y|(3,3)](2)
Figura 2.10: Definindo a utilidade esperada.

Jogador 1

Nele existem dois equilibrios puros (X, W) e (X, Z), mas existem infinitos
equilibrios mistos, E= (M, N), nos quais M = (1, 0) e N = (¢* 1-g*), com g*<[0,1].
Assim, € facil ver que nesse exemplo, a restricdo de participagdo sempre serd atendida
para o jogador 2, porém, sé serd atendida para o jogador 1 se g*< [0, ¥2]. Por esta razdo,
o termo U; é fixado como a utilidade esperada de um determinado equilibrio misto nao-
degenerado caso haja mais de um equilibrio puro no jogo, ou € igual a utilidade
proveniente do equilibrio misto degenerado caso o jogo tenha apenas um equilibrio
puro. Ademais, como assumimos que p; (X s;)rex) = 0, Vi € K, entdo, a restricdo de

participacdo poderia ser reescrita como:

Restrigao de participacao: U;((X si)kex) = U, ((x Si)kex) = Ui, Vi € K.

Se satisfeita a restricdo de participagdo, o contrato deve garantir que o par de
estratégias colaborativamente dominantes seja estdvel no novo jogo, logo, o mesmo
teria que atender a restricdo de estabilidade (ou restricio de incentivo) dada por:
U,(s5, s3) = Uy(sq, 53), Vs, €S, eU,(si, s3) = U,(s},5,), Vs, €S,. Novamente,
como assumimos que p;((X s]);ecx) = 0, também podemos reescrever a restrigio de

estabilidade:

Restricio de estabilidade (ou incentivo): U, (s}, s3) = U (s}, s3) = U,(sy, s3),
Vs, €S, eUy(sy, s3) =U,(s5, s3) = U,(si,s,), Vs, €S,. Além  disso, como
desejamos que s; permaneca uma estratégia colaborativamente dominante, podemos
assumir sem perda de generalidade, p;(sq,s3) = U;(sy, s3) — U (s, s3) e po(s1,5,) =

UZ( SIJSZ) - UZ (S;J S;)
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O teorema a seguir mostra que sempre que um par de estratégias fortemente
colaborativamente dominantes for instdvel para ambos os jogadores e este também for
capaz de satisfazer a restri¢do de participagdo, entdo existird um contrato de auto-

penalizacdo, de forma que tornard este par em um equilibrio eficiente.

Teorema 2.1: Seja I' um jogo 2x2 na forma normal com comunicacao e seja (s7,53) um
par de estratégias colaborativamente dominantes estritas e instdveis para ambos os
jogadores.

Parte A: Se a restricdo de participacdo for atendida de forma estrita para ambos os
jogadores, entdo existe uma fun¢@o transformagdo ¥W(.) capaz de transformar uma
situacdo de ndo-cooperacdo em uma situagdo de cooperacgio através da auto-penalizacio
de ambos os jogadores, ou seja, tal que transformard o par (s7,s;) em um equilibrio
colaborativo, e que preserva as estratégias s; es; como estratégias fortemente
colaborativamente dominantes.

Parte B: Se a restricdo de participacdo for atendida para ambos os jogadores, entdo
existe uma funcdo transformacdo W(.) capaz de transformar uma situagdo de ndo-
cooperagdo em uma situagdo de cooperacdo através da auto-penalizacdo de ambos os
jogadores, isto é, tal que transforma o par (sj,s;) em um equilibrio colaborativo; e
garantindo que as estratégias s; e s; serdo pelo menos fracamente colaborativamente

dominantes.

Prova: Ver Apéndice 1 no final da tese. |

Para os casos em que o par de estratégias colaborativamente dominantes for
instavel para apenas um dos jogadores, podemos estender esta idéia com o seguinte

corolario:

Coroldrio 2.1: Seja I' um jogo 2x2 na forma normal com comunicagdo parcial e seja
(s1,s3) par de estratégias colaborativamente dominantes estritas, mas instavel apenas
para o jogador 1 (respectivamente 2).

Parte A: Se a restricdo de participacdo for atendida de forma estrita para ambos os
jogadores, entdo existe uma fun¢@o transformagdo W(.) capaz de transformar uma

situacdo de ndo-cooperacdo em uma situagdo de cooperacgio através da auto-penalizacio
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do jogador 1 (respectivamente 2), ou seja, tal que transformard o par (s7, s3) em um
equilibrio colaborativo; e preservara as estratégias s; e s, como estratégias fortemente
colaborativamente dominantes.

Parte B: Se a restricdo de participacdo for atendida para ambos os jogadores, entdo
existe uma funcdo transformacdo W(.) capaz de transformar uma situagdo de ndo-
cooperacdo em uma situacdo de cooperagdo através da auto-penalizacdo do jogador 1
(respectivamente 2), ou seja, tal que transformard o par (si,s;) em um equilibrio
colaborativo; e garantindo que as estratégias s; e s; serdo pelo menos fracamente

colaborativamente dominantes.

Prova: E imediata a partir da prova do Teorema 2.1. |

Conclusdes e resultados semelhantes também poderiam ser obtidos se
assumissemos jogos com transferéncia de utilidade. Para um exemplo do mesmo,

recomendamos a leitura de Andreoni & Varian (1999).

2.4. Extensoes e discussoes

O conceito de dominancia colaborativa proposto na Se¢do 2.2 foi originalmente
concebido para se aplicar em jogos 2x2. Contudo, € natural que se deseje estender esta
idéia para casos mais gerais, seja no nimero de estratégias para cada jogador e/ou no
ndmero de jogadores. O objetivo desta sec@o (e subsecdes) €, pois, apresentar defini¢des
mais gerais do conceito de dominancia colaborativa e sua relagdo com outros conceitos

ja populares em teoria dos jogos, bem como reforcar as conclusdes da secdo 2.2.

2.4.1. Jogo transposto e a racionalidade altruista

Seja I' = (K, (Si) kex> (Ux) kek) um jogo na forma normal, em que K={1, 2} é o
conjunto de jogadores, S; = (a4, @y, ..., ¢,) € S5 = (B1, B2, -+» Bm) 530 0s conjuntos de
estratégias puras dos jogadores 1 e 2 respectivamente e Uy: S; X S, —» R € a fungio
payoff do jogador k € K. Podemos entdo representar o jogo I' em uma forma matricial,

como mostra a Figura 2.11.
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B1 Bm
a (a1,1: b1,1) (a1,m: b1,m)
an (an,lv bn,l) (an,m: bn,m)

Figura 2.11: jogo I' na forma matricial.

Os elementos da matriz acima, como de costume, devem ser interpretados da
seguinte forma: o termo a;; = U;(a;, f;), enquanto o termo b; ; = U,(a;, B;). Logo,
chamaremos de A a matriz n X m dos payoffs do jogador 1 e, por sua vez, chamaremos
de B a matriz n X m dos payoffs do jogador 2.

Adicionalmente, seja I'T = (K, (ST ek, (UT ) kex) um jogo na forma normal,
em que K={1, 2} é o conjunto de jogadores, ST = (B, Bz -,Bm) €
ST = (ay, ay, ...,a,) sdo os conjuntos de estratégias puras dos jogadores 1 e 2,
respectivamente, e UT:ST x ST > R é a fungdo payoff do jogador k € K, em que
Uf (B, a) = Uy (@, B;) e U (Bj, ;) = Uy(ay, Bj)-

Com base nas defini¢des dos jogos I" e I'T, percebemos que a principal diferenca
entre eles é a troca do conjunto de estratégias puras dos jogadores, ou seja, ST = S, e
ST = S,. Deste modo, a representacdo matricial do jogo I'T é apenas uma transposigio
da matriz exposta na Figura 2.11. Entdo, em I'", A" (A transposta) é a matriz m X n dos
payoffs do jogador 1 e, por sua vez, B' (B transposta) é a matriz m X n dos payoffs do
jogador 2. Desta forma, definimos o jogo I'T como a transposigio do jogo I e, por isso,
denominaremos, daqui em diante, o jogo I' de jogo original. Comparando o jogo I'T
como o jogo I', vemos que o jogo transposto € equivalente ao jogo original se neste os
jogadores escolhessem o melhor para si com base no conjunto de estratégia do outro.

Suponhamos ainda outro jogo. Seja I'' = (K, (Si)kek, (Ur)kex) um jogo na
forma normal, em que K={1, 2} é o conjunto de jogadores, S; = (ay, @y, ..., Q) €
S, = (B1, B2, -, Pm) sdo os conjuntos de estratégias puras dos jogadores 1 e 2
respectivamente e Uy:S; X S; > R a fungdo payoff do jogador k € K, em que
Uy (a;, Bj) = Us(a;, Bj), com r # s. Deste modo, a representagdo matricial do jogo I'" é

exposta na Figura 2.12 e este jogo é denominado de jogo transposto equivalente.

B1 Bm
a (b1,1: a1_1) (b1,m: a1,m)
an (bn,lv an,l) (bn,m: an,m)

Figura 2.12: jogo transposto equivalente.
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Para melhor compreender a idéia de um jogo transposto equivalente facamos a
seguinte suposi¢do: admitamos que no jogo I' em vez de escolherem o melhor para si,
os jogadores resolvessem escolher o melhor para o outro. A essa mudanca de paradigma
de racionalidade, daremos o nome de racionalidade altruista.

Agora explicaremos porque o jogo I'" é chamado de equivalente do jogo I'T.
Aqui o termo equivalente significa que os jogos tém o mesmo conjunto de equilibrios
(ou seja, ((xl-, [)’]-) serd um equilibrio do jogo I'' se, e somente se, o par de estratégias
(B), a;) for um equilibrio do jogo I Ty e, com efeito, compartilham o mesmo principio
de racionalidade. Notemos que as duas interpretacdes para a idéia de racionalidade
altruista sdo semelhantes: quando os jogadores escolhem suas estratégias em um dado
jogo I' de acordo com o payoff do outro jogador, ou de forma equivalente, quando
escolhem as estratégias dos outros com base nos seus proprios payoffs. Tal fato é

sumarizada no Teorema 2.2.
Teorema 2.2: Os jogos I'' e I'T tém o mesmo conjunto de equilibrio.

Prova: Apenas note que o jogador 1 em I’ é 0 jogador 2 em I'T e que o jogador 2 em I"’

é ojogador 1 em I'T. O

Para entender melhor a idéia de racionalidade altruista iremos ilustrd-la com
uma versdo do dilema dos prisioneiros proposta por Varian (1992). Seja I' o jogo em
que dois individuos estdo diante da seguinte situagdo estratégica: cada um deles tem a
possibilidade de doar trés unidades monetarias para o outro individuo ou entdo ficar

com uma unidade monetaria para si, como mostra o jogo da Figura 2.13.

Jogador 2
Jogador I Doar $3 | Ficar com $1
Doar $3 (3, 3) (0, 4)
Ficar com $1 | (4, 0) (1, 1)

Figura 2.13: Jogo do Dilema dos Prisioneiros

Ao transpormos esse jogo, o conjunto de estratégias de cada jogador muda de tal

forma que em I'" os jogadores tém as seguintes estratégias disponiveis: ficar com 3

1 0 termo racionalidade altruista é utilizado contrapondo a idéia de racionalidade egoista.
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unidades monetdrias para si ou entdo doar uma unidade monetdria para o outro

individuo, como mostra o jogo da Figura 2.14.

Jogador 2
Jogador 1 Ficar com $3 | Doar $1
Ficar com $3 (3,3) (4,0)
Doar $1 (0, 4) (1,1)

Figura 2.14: O Dilema dos Prisioneiros Transposto

No jogo do dilema do prisioneiro sabemos que quando cada individuo faz o
melhor para si, os jogadores acabam alcangando um resultado ineficiente para ambos
(isto é, cada um escolhe ficar com $1, quando poderiam obter $3). Todavia, eles
poderiam obter um resultado eficiente se fizessem o melhor para o outro. Dai surge a
seguinte indagacdo: fazer o melhor para o outro garante eficiéncia? A resposta é
evidentemente ‘ndo’ e para isto basta ver que (I'")T = I'. Ou seja, se originalmente os
jogadores estivessem jogando o jogo cujas estratégias sdo: ficar com trés unidades
monetdrias para si e doar uma unidade monetéria para o outro, caso transpormos este
jogo, voltariamos ao dilema dos prisioneiros em que o resultado do equilibrio é
ineficiente.

Entdo chegamos a seguinte conclusdo: individualmente, nem o critério de
racionalidade egoista (racionalidade individual) nem tampouco o critério de

racionalidade altruista garantem eficiéncia da solugdo.

2.4.2. Extensoes ao conceito de dominancia colaborativa

Nesta subsecdo, iremos inicialmente estender o conceito de domindncia
colaborativa de modo a permitir sua aplicagdo em jogos com um nimero finito de
jogadores cada um com um nimero finito de estratégias. Em seguida, de posse deste
conceito mais amplo, veremos como utilizd-lo na andlise de jogos com dois jogadores,
fazendo um paralelo com o conceito de estratégia dominada. Além disso, mostraremos
como a idéia de domindncia colaborativa estdvel garante que os jogadores de um dado
jogo obterdo as maiores utilidades possiveis para cada um deles, estabelecendo ndo
apenas a eficiéncia da solu¢do como também (quando possivel) o bem-estar social. Por

fim, discutiremos o conceito de domindncia colaborativa em jogos de soma-zero.
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Seja I' = (K, (Si)kek» (Ur)kexk) um jogo na forma normal, em que K € o
conjunto finito de jogadores, S, é o conjunto finito das estratégias puras do jogador
k€K e U Xieg Si @ R € a fungdo payoff também do jogador k € K. Chamaremos
A(Sk) o conjunto de todas as estratégias mistas do jogador k, com oy (S, ) indicando a
probabilidade com que o jogador k escolhe a estratégia pura s, quando implementa a
estratégia mista g, € A(Sy). Adicionalmente, para simplificar a nota¢do, chamaremos
de S_p =Xiex—{xy Si 0 conjunto de todas as possiveis combinagdes de estratégias dos
jogadores do jogo I', exceto o jogador k. Assim, podemos redefinir o conceito de

dominancia colaborativa forte como:

Domindncia Colaborativa forte: Para qualquer jogo I' = (K, (Si)kex, (Ux)rex) na
forma normal, para qualquer jogador i € K e para qualquer estratégia pura s; € S;, s; €
dita fortemente colaborativamente dominada®® para um dado jogador j € K, com j # i,
se existe alguma estratégia mista o; € A(S;) tal que

Ui(si,5-) < ZSL’IESL' 0;(s))Uj(s{,5-1), ¥V s_; ES_;.

De forma andloga, também podemos redefinir o conceito de dominédncia

colaborativa fraca, a saber:

Domindncia Colaborativa fraca: Para qualquer jogo I' = (K, (Si)kek, (Ux)kex) na
forma normal, para qualquer jogador i € K e para qualquer estratégia pura s; € S;, s; €
dita fracamente colaborativamente dominada para um dado jogador j € K, com j # i, se
existe alguma estratégia mista o; € A(S;) tal que
Ui(si,5-;) < Zsi’esi 0;(s)U;(s{,s_;),V s_; €S_;, com pelo menos uma desigualdade

estrita.

Assim, aplicando a nova defini¢do de estratégias colaborativamente dominadas
(forte ou fraca) em um jogo com dois jogadores do tipo n X m € possivel associar tais

conceitos ao de estratégia dominada em um jogo transposto. Tal resultado é exposto no

Lema 2.1.

22 . ; . ., . . o~
De forma andloga, poderiamos dizer que oy é fortemente colaborativamente dominante com relagdo
a estratégia s;.
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Lema 2.1: Dizemos que a estratégia s; €S; € fortemente (resp. fracamente)
colaborativamente dominada pela estratégia mista o; € A(S;) para o jogador j (com
Jj # i), no jogo I' se, e somente se, a estratégia s; € S; for fortemente (resp. fracamente)
dominada pela estratégia mista o; € A(S;) para o jogador j no jogo I'T.

A prova deste lema é direta da aplicacio dos conceitos de dominéncia e
domindncia colaborativa e por isso serd omitida. Assim, prosseguindo com a andlise,
utilizamos o Lema 2.1 para provar o seguinte teorema sobre a unicidade do equilibrio de

Nash em um jogo transposto.

Teorema 2.3: Seja I' um jogo n X m na forma estratégica. Se B € S, e a; € S; forem
as Unicas estratégias a sobreviverem a eliminacdo de estratégias fortemente
colaborativamente dominadas para os jogadores 1 e 2, respectivamente, entdo, o par

(B}, a;) serd o unico equilibrio do jogo rr.

Prova: Novamente, a prova € bastante intuitiva. Uma vez que as estratégias ;' e a; sdo

as Unicas estratégias remanescentes apods a eliminacdo das estratégias fortemente
colaborativamente dominadas no jogo I', entdo elas serdo consequentemente as Unicas
estratégias remanescentes apds a eliminagdo das estratégias fortemente dominadas no
jogo I'". Assim, pela eliminacdo das estratégias dominadas concluimos que o tnico

equilibrio de Nash do jogo I' € o par (B}, ;). o

Agora, vejamos como o conceito de domindncia colaborativa estdvel garante que
os jogadores de um dado jogo obterdo as maiores utilidades possiveis para cada um
deles. Mas, antes disto, convém ainda, como feito com os conceitos de dominancia

colaborativa forte e fraca, ampliar a definicdo de dominancia colaborativa estdvel:

Domindncia Colaborativa Estdvel (equilibrio colaborativo): Dado o jogo
I' = (K, (St)kek, (Ur)kex) na forma normal. Se (X s;¢x) for de tal maneira que para
todo jogador k € K e para toda estratégia s, € S, temos que s, € fracamente
colaborativamente dominada pela estratégia pura s para todo jogador j # k. Entdo,
dizemos que o perfil de estratégias (X Spck) € colaborativamente estidvel se for um

equilibrio puro de Nash.
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De posse deste novo conceito, obtemos o resultado sumarizado no Teorema 2 .4:

Teorema 2.4: Seja I' um jogo na forma normal. Se (X Spcx) for um equilibrio
colaborativo, entdo, para todo jogador k em K, temos que Up(X sjcx) € a maior

utilidade possivel para o jogador k em I

Prova: Assumamos que (X Sycg) € um equilibrio colaborativo. Assim, pelo conceito de

estabilidade temos:

Ue(si,sZy) =2 Up(sg,s5,), Vk EKe Vs, €S.

Por sua vez, aplicando o conceito de dominancia colaborativa ||K|| — 1 vezes temos:
Ue(Si, sZx) = U (S, 5_1), Vk EK,V s, ES; eVs_, ES_.

Logo, U,(X speck) € maior do que ou igual a qualquer outra utilidade que possa ser
obtida pelo jogador k no jogo I'. E, como visto, tal afirmagdo é valida Vk € K, o que

completa a prova. |

Para permitir uma visualizacdo do argumento exposta no Teorema 2.4, iremos
aplicd-lo para o caso apenas com dois jogadores, em que o leitor poderd fazer uso da
forma matricial apresentada na Figura 2.12 da subsecdo 2.4.1, como mostra o exemplo
abaixo: seja I' um jogo n X m na forma normal. Sempre que o par de estratégias
(a;, Bj) for colaborativamente estdvel, entdo Ul((x{‘ ,[)’]7“) e Uz(oc{‘ ,[)’]7“) sdo as maiores
utilidades de cada jogador no jogo. Para verificar tal afirmacdo suponhamos, por
conveniéncia, que (aj, f1) seja o nosso equilibrio colaborativo. Entdo, pelo conceito de

estabilidade temos que:

a;1 =Uy(af,B7) 2 a;, = Uy(a;, B7),Vi=1,..,ne

b1,1 = Uz(aikpﬁik) = bl.j = Uz(aik;ﬁj); V] = 1, e, m.

Além disso, pelo conceito de domindncia colaborativa temos que:

26



Ensaios sobre Equilibrio Misto de Nash Capitulo 2

a;; = U (a;, 1) = a;; = Ul(ai,[)’]-),‘v’i =1,..,nevVj=1,..,me
bl,j = Uz(a;,ﬁ]) = bi,j = Uz(ai,ﬁj), V] = 1, ...,meVi = 1, (R

Com base nestas condigdes, € provado que a; 1 e by ; sdo as maiores utilidades do jogo.

Ainda, o Teorema 2.4 nos fornece um importante resultado, o de que se existir
um perfil de estratégia colaborativamente estdvel em um dado jogo na forma normal,
entdo, nenhum jogador pode obter um resultado melhor do que obteria jogando o
equilibrio colaborativamente estdvel. De posse deste resultado somos tentados a falar de
bem-estar social, uma vez que, como dito, as utilidades obtidas por cada jogador sdo as
maiores possiveis no jogo. Contudo, para que o resultado proveniente de uma
combinacdo de estratégias colaborativamente estdveis seja socialmente eficiente, é
necessdrio admitir que o conjunto K (conjunto dos jogadores) corresponda a toda a
sociedade. Por exemplo, considere um jogo de horizonte infinito* entre duas empresas
idénticas. Elas podem concorrer a la Cournot ou entdo se unir em um cartel e agirem
como uma empresa monopolista. Assim, o resultado eficiente (e colaborativamente
estdvel) para o jogo repetido infinitamente € as firmas se unirem em um cartel. Todavia,
este resultado ndo traria o bem-estar social caso incluissemos os consumidores na
andlise.

Outro ponto que merece atencdo € a relacdo entre equilibrio colaborativo e o
problema de selecio de equilibrio™ & la Harsanyi & Selten (1988). Para fazer uma
breve comparacio entre essas duas idéias, utilizaremos o jogo proposto pelos préprios
autores na pdgina 91, e discutido posteriormente na pagina 106, como ilustra a Figura

2.15.

Jogador 2

w Z
X|(1,1)](0, 1)
Y|(1,0)](0,0)
Figura 2.15: equilibrio colaborativo vs. critérios de selecdo de equilibrio

Jogador 1

Como podemos ver, esse jogo tem infinitos equilibrios de Nash, mas apenas o

equilibrio (X, W) é eficiente no sentido de Pareto. Contudo, a teoria de selecdao de

> Para uma interessante discuss3o sobre jogos repetidos recomendamos Axelrod (1984). Para uma
discussdo formal do assunto recomendamos Mailath & Samuelson (2006).

** Para uma maior discuss3o sobre o problema de sele¢do de equilibrio ver, por exemplo, Harsanyi &
Selten (1988), Van Damme (1991) e Rydval & Ortmann (2005).
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equilibrio desenvolvida por Harsanyi & Selten (1988) seleciona o equilibrio misto
E=((*2, Y2),(Y2, ¥2)) como solu¢do para o jogo em questdo, uma vez que ficamos
impossibilitados de utilizar a idéia de domindncia em termos de payoff (payoff
dominance) bem como a de risco dominancia (risk dominance). Por outro lado, se o
conceito de equilibrio colaborativo for utilizado, ele levaria os jogadores a alcancarem
um resultado eficiente, diferentemente do obtido a la Harsanyi & Selten.

Outro aspecto a se destacar € que o conceito de dominéncia colaborativamente
estavel faz uso de ambas idéias de racionalidade, egoista e altruista, e unindo esses dois
pontos é capaz de garantir a eficiéncia da solu¢do. Assim a caracteristica de sempre
garantir uma solug¢@o eficiente poderia indicar o equilibrio colaborativo como um ponto
focal.

A partir do conceito de dominincia colaborativamente estidvel (equilibrio
colaborativo) e das conclusdes expostas, podemos ainda destacar que jogos de soma-
zero ndo tém equilibrios colaborativos. Esse resultado € bastante intuitivo, uma vez que
em jogos de soma-zero> sdo caracterizados pelo seu aspecto competitivo e pela

oposicao de interesses entre os jogadores. Alguns resultados sdo sumarizados a seguir.

Lema 2.2: Em um jogo de soma-zero com dois jogadores, como ilustrado pela Figura

2.16, se a estratégia «; for fortemente (resp. fracamente) colaborativamente dominante

N

com relagdo a estratégia a;, entdo, a estratégia a; serd fortemente (resp. fracamente)

dominante com relacdo a estratégia «;.

Prova: Admita a Figura 2.16:

By Bm
(441 (a1,1: _a1,1) (al,m' _al,m)
an (an,lv _an,l) (an,m: _an,m)

Figura 2.16: Jogo de soma-zero.

Suponha, por conveniéncia, que a estratégia a; do jogador 1 é fortemente (resp.
fracamente)  colaborativamente =~ dominante = com  relacdo a  estratégia

@, para o jogador 2. Isso implica que —a, ;>—a, ;, para j=1,...m (resp. —a, ;>—ay ;,

** para maiores informacgGes sobre jogos de soma-zero vide Von Neumann & Morgenstern (1944).
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para j=I,..,m, com pelo menos uma desigualdade estrita). Mas, —a, j>—ay; se, €
somente se, a;; < dpj, entdo, isso nos leva a conclusdo que a estratégia a; €

fortemente (resp. fracamente) dominada, para o jogador 1, pela estratégia a,. Uma

conclusdo andloga também é vilida para o jogador 2. |

Teorema 2.5: Um jogo de soma-zero, como ilustrados pela Figura 2.16, ndo tem

equilibrio colaborativo.

Prova: Admita inicialmente que (aq,8;) seja um par de estratégias tal que ou @, é
fortemente colaborativamente dominante em relagdo a todas as outras estratégias do
jogador 1 ou B, é fortemente colaborativamente dominante em relagdo a todas as outras
estratégias do jogador 2. Pelo Lema 2.2, temos que ou @, ou f3; é fortemente dominada
e logo ndo pode fazer parte de um equilibrio de Nash. Suponha agora que tanto a;
quanto f; sdo fracamente colaborativamente dominantes. Isto implica que existe um j
tal que —a, ;j>—ay, ;. Se j=I, entdo a; ndo € uma melhor resposta para ;. Se j for
diferente de 1, entdo isto implica que 8; ndo € colaborativamente dominante em relacio

a Bj, uma contradicao. i

Teorema 2.6: Se, em um jogo de soma-zero como o da Figura 2.16, a estratégia a; do
jogador 1 for colaborativamente dominada pelas demais estratégias a; para o jogador 2
e se a estratégia ff; do jogador 2 for colaborativamente dominada pelas demais
estratégias f§; para o jogador 1, entdo, o par (a;, ;) ¢ um equilibrio de Nash do jogo.

Ademais, se a dominancia colaborativa for forte, entdo o equilibrio € tnico.

Prova: Pelo Lema 2.2 sabemos que se uma estratégia é colaborativamente dominada
fortemente (resp. fracamente) por outra estratégia, entdo ela € fortemente (resp.
fracamente) dominante em relacdo a esta estratégia. Portanto, dado o perfil (;, f5;),
nenhum jogador terd incentivo de se desviar deste perfil, logo o mesmo é um equilibrio
de Nash. Se a domindncia for forte, entdo, temos que o perfil (a;, ;) € o unico que
sobrevive o processo de eliminacdo de estratégias fortemente dominadas. Logo, é o

unico equilibrio de Nash do jogo. ]
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2.5. Consideracoes Finais

Por ser, sem divida, o mais importante conceito em Teoria dos Jogos, o
equilibrio de Nash € constante alvo de andlise. Neste capitulo, estudamos o equilibrio de
Nash sob a 6tica da racionalidade do equilibrio misto. Para isso, propomos o conceito
de domindncia colaborativa estdvel (que é um equilibrio de Nash no sentido puro) e, a
partir desta definicdo, concluimos que em um jogo 2x2, se existir um par de estratégias
colaborativamente dominantes estdveis, entdo, o equilibrio misto ndo é apropriado.
Ademais, mostramos que existem situa¢des as quais, embora o par de estratégias
colaborativamente dominantes fosse instdvel, os jogadores eram capazes de cooperar
via acordos de auto-penalizacdo, alcancando um resultado melhor do que obteriam com
o equilibrio misto.

Também mostramos que, a partir da idéia de jogo transposto e jogo transposto
equivalente, o conceito de equilibrio colaborativo faz uso tanto do principio da
racionalidade egoista quanto da racionalidade altruista, garantindo assim a eficiéncia da
solug@o. Por isso, o equilibrio colaborativo poderia ser visto pelos jogadores como um

ponto focal.
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Capitulo 3

Equilibrio Misto: quando queimar dinheiro é racional

3.1. Introducao

Baseados no conceito de forward induction proposto por Kohlberg & Mertens
(1986) e, sobretudo, suportados pela idéia da eliminag@o iterativa de estratégias
fracamente dominadas, Van Damme (1989) e Ben-Porath & Dekel (1992) estudaram os
efeitos da queima de dinheiro como uma forma de sinalizar intencdes futuras. Os
autores inicialmente analisaram o jogo da Batalha dos sexos, no qual o jogador 1 teria a
oportunidade de, antes de comecar o jogo, sinalizar para o jogador 2 a sua possibilidade
de queimar dinheiro (ou melhor, queimar utilidade). O jogo original da Batalha dos

sexos € apresentado na Figura 3.1.

Jogador 2

w Y4
X|(3,1)(0,0)
Y |(0,0) (1,3)
Figura 3.1: Batalha dos sexos.

Jogador 1

O jogo da Figura 3.1 tem trés equilibrios, sendo dois puros (X, W) e (¥, Z) e um
misto E=(M, N), em que M=(34, Y4) e N=('4, %). Agora, imaginemos que o jogador 1
pode queimar digamos uma unidade monetdria (uma unidade de sua utilidade) antes do
jogo original da Batalha dos sexos ser iniciado. A representacdo na forma normal deste
jogo € exposta na Figura 3.2. Para simplificar a notacdo, B indicard que o jogador 1

queimou dinheiro, e NB que ele ndo queimou; ademais, a segunda letra, X ou Y, indicara
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a estratégia que ele escolheu ap6s ter decidido queimar ou ndo dinheiro. Por sua vez,
para o jogador 2, a primeira letra indicard a estratégia escolhida caso o jogador 1 queime
dinheiro e a segunda letra indicard a estratégia escolhida caso o jogador 1 ndao queime

dinheiro.

Jogador 2
ww wZ W Y44
BX | (2,1) | (2,1) | (-1,0)]|(-1,0)
BY | (-1,0)|(-1,0)| (0,3) | (0,3)
NBX | (3,1) | (0,0) | (3,1) | (0,0)
NBY | (0,0) | (1,3) | (0,0) | (1,3)
Figura 3.2: Batalha dos sexos com queima de dinheiro.

Jogador 1

Com base no novo jogo, e utilizando o principio da eliminagdo iterativa de
estratégias fracamente dominadas, € facil ver que o unico equilibrio remanescente serd
(NBX, WW), ou seja, o jogador 1 ndo queimard dinheiro e escolherd a estratégia X, e o
jogador 2 escolherd a estratégia W, fato este que leva os jogadores a escolherem o
equilibrio preferido pelo jogador 1. Assim, Ben-Porath & Dekel (1992) chegam a
seguinte conclusdo geral: nos jogos em que um jogador tiver um equilibrio estritamente
preferido, se este jogador individualmente puder se sacrificar (queimar utilidade), entao,
a forward induction rationality e a eliminacdo iterativa de estratégias fracamente
dominadas o levardo ao seu resultado mais preferido®®. Esta conclusdo é corroborada
por Huck & Miiller (2005) em um estudo experimental®’.

Em contrapartida, ao analisar um jogo similar ao exposto, Myerson (1991,
p-194-195) argumenta que no contexto do equilibrio sequencial, a queima de dinheiro
pelo jogador 1 pode ser interpretada, pelo jogador 2, como um erro irracional e, por
isso, ndo deveria ser considerada para a predi¢do do comportamento futuro do jogador
1. Outra critica a conclus@o obtida por Ben-Porath & Dekel (1992) € inspirada em idéias
presentes em Luce & Raiffa (1989). Estes autores argumentam que qualquer tentativa
de comunicacdo ou troca de mensagens entre os jogadores antes do comego do jogo
pode alterar a matriz de payoffs, ou seja, pode levar os individuos a jogarem um jogo
diferente no futuro. No contexto em questdo, a op¢do de queimar dinheiro do jogador 1

pode ser vista como uma ameaca pelo jogador 2, alterando o seu humor. Logo, esta

% para maiores informacdes sobre jogos com queima de dinheiro e forward induction recomendamos:
Gersbach (2004), Shimoji (2002), Stalnaker (1998) e Hammond (1993).
%’ para outros resultados experimentais, também recomendamos a leitura de Brandts & Holt (1995).
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mudanca de humor também poderia conduzir a uma mudanga nos payoffs e,
eventualmente, dos pontos de equilibrio.

Além disso, Van Damme (1989) e Ben-Porath & Dekel (1992) reconhecem que
se todos os jogadores pudessem sinalizar suas inten¢des a partir da queima de dinheiro
(sacrificio), o resultado obtido talvez fosse ineficiente. Para visualizar este resultado
observe os jogos das Figuras 3.3 e 3.4 propostos por Ben-Porath & Dekel (1992). Na

primeira, temos um jogo da Caga ao cervo.

Jogador 2

w Z
X|(9 9]0 7)
Y| (7,0)](606)
Figura 3.3: Caga ao cervo.

Jogador 1

Agora, suponhamos que os jogadores possam simultaneamente sinalizar suas
intencdes futuras a partir da queima de 1,5 unidades de utilidade e, apds isso, passem a
jogar o jogo da Caca ao cervo tradicional. O resultado deste novo jogo € apresentado na

Figura 3 .4.

Jogador 2

BWW BWZ BZW BZ7Z NBWW | NBWZ | NBZW | NBZZ
BXX | (7,5,7,5) | (7,5,7)5) | (-1,5,55) | (-1,5,5,5) | (7,5,9) | (7.5,9) | (-1,5,7) | (-1,5,7)
BXY | (75,75 | (7,5,75) | (-1,5 55) | (-1,5,5,5) | (55 0) ] (55,0)| (456) | (45 6)
Jogador 1 BYX | (5,5, -1,5) | (5,5, -1,5) | (45,45) | (45,45) | (7,5 9) | (759 | (-1,5,7) | (-1,5,7)

BYY | (55,-1,5) | (5,5,-1,5) | (45 45) | (45,45) | (550) | (550) | (456) | (45 6)
NBXX | (9,7)5) (0, 5,5) (9,7,5) (0,5,5) (9,9) (0,7) (9,9) (0,7)
NBXY | (9,7)5) (0, 5,5) (9,7,5) (0,5,5) (7,0) (6, 6) (7,0) (6, 6)
NBYX | (7,-1,5) (6,4,5) (7,-1,5) (6,4,5) (9,9) (0,7) (9,9) (0,7)
NBYY | (7,-1,5) (6,4,5) (7,-1,5) (6,4,5) (7,0) (6, 6) (7,0) (6, 6)

Figura 3.4: Caga ao cervo com queima de dinheiro.

Observe que a partir da eliminagdo iterativa de estratégias fracamente
dominadas, apenas a estratégia BYY e BZZ seriam eliminadas. Assim, se ambos os
jogadores tiverem a opg¢do de queimar dinheiro simultaneamente, o processo de
eliminacdo iterativa ndo os levaria a um equilibrio eficiente. Adicionalmente a isso, os
autores reforcam que a ordem a qual os jogadores queimam dinheiro é que define o
poder de cada uma deles no jogo, pois, a oportunidade de contra-sinalizar tornaria as
sinalizagdes iniciais invédlidas. Por esta razdo, a vantagem ficaria com o jogador que
sinalizasse por dltimo.

Os jogos com queima de dinheiro também podem ser analisados em outra 6tica,

a qual envolve a queima de dinheiro apenas para algumas agdes especificas, como
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discutido em Fudenberg & Tirole (1991, p.9). Os autores propdem que o leitor avalie o

seguinte jogo apresentado na Figura 3.5. Nele, hd apenas um equilibrio puro (X, W) com

payoffs de (1, 3).

Jogador 2

w Z
X|(1,3)| (4 1)
Y |(02)] (3 4)
Figura 3.5: Jogo com equilibrio ineficiente

Jogador 1

Porém, imagine que o jogador 1 consiga mostrar para o jogador 2 que a
estratégia ¥ ndo é fortemente dominada pela estratégia X, ou seja, ele é capaz de assinar
um contrato que o forcard a queimar duas unidades monetdrias caso escolha a estratégia
X. O novo jogo em questdo é exposto na Figura 3.6. Nele, hd apenas um equilibrio

(Y, Z) que é eficiente.

Jogador 2

w Z
X|(-1,3)|(2, 1)
Y| (0,2)](34)
Figura 3.6: Alcancando o equilibrio eficiente

Jogador 1

Assim, baseados nos exemplos expostos, percebemos que um comportamento de
queima de dinheiro pode ser um importante mecanismo para cooperacdo além de
permitir que os jogadores alcancem resultados eficientes nos jogos. Além disso, uma
vez que assumimos ser os jogadores capazes de se auto-penalizar (€ mais simples supor
que os jogadores sdo capazes de reduzir os seus proprios payoffs do que aumenta-los) é
natural supor que se a mesma penalidade for atribuida por um agente externo e
imparcial, o mesmo resultado vai emergir. Nesse sentido, Laffont & Martimort (2002)
afirmam que uma das hipdteses bdsicas do modelo principal agente € a existéncia de um
mediador (externo e imparcial) que pode monitorar e punir o participante (seja o
principal ou o agente) que violar o contrato. Assim, um comportamento de queima de
dinheiro pode se aplicar a contextos econdmicos mais gerais.

Neste capitulo, discutimos a racionalidade dos jogos com queima de dinheiro
sob uma nova perspectiva: a do equilibrio misto. Estabelecemos condi¢des necessarias e
suficientes para a existéncia de derivadas negativas (ou pelo menos ndo positivas) da
utilidade esperada do equilibrio misto de um dado jogador com relacdo aos seus

proprios payoffs. Em particular, jogos nos quais derivadas negativas ocorrem sio
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aqueles que criam incentivos para um comportamento de queima de dinheiro, uma vez
que tal comportamento aumenta a utilidade esperada do equilibrio misto para o jogador
que se auto-penaliza.

Ainda provamos que uma derivada da utilidade esperada do equilibrio misto
negativa para um dado jogador i ocorrerd se, e somente se, o jogador j tiver uma
estratégia fortemente colaborativamente dominante para o jogador i. Adicionalmente, as
derivadas negativas sempre ocorrem com relagdo ao maior e menor payoffs do jogador i.
Posteriormente, nds avaliamos como o jogador j reage a queima de dinheiro feita pelo
jogador i, isto é, avaliamos como a estratégia mista do jogador j se adéqua a queima de
dinheiro realizada pelo jogador i. Dai, somos capazes de provar que sempre que O
jogador i reduz os payoffs cujas derivadas da utilidade esperada sdo negativas, ele estd
induzindo o jogador j a colaborar com maior frequéncia, e isto o auxilia o a alcangar um
resultado mais desejado. Assim, este jogador deveria queimar dinheiro com relagdo ao
payoff que fard com que o jogador j convirja mais rapidamente para a estratégia
colaborativamente dominante para ele, (jogador i). Ademais, também apontamos
algumas dificuldades que nos impedem de estender a andlise proposta para jogos mais
gerais. Finalmente, apresentamos um exemplo de como os resultados obtidos ao longo
do capitulo podem ser usados para avaliar a cooperacdo entre os jogadores, revisando
algumas das conclusdes de Jervis (1978) sobre o dilema da seguranca.

O restante do capitulo serd organizado como segue: na Secdo 3.2, focando nos
jogos 2x2 na forma estratégica, realizamos uma andlise da primeira derivada da
utilidade esperada do equilibrio misto dos jogadores com relagdo aos seus respectivos
payoffs; na Secao 3.3 sdo discutidas as condi¢des necessdrias e suficientes para que se
tenham derivadas da utilidade esperada negativas (ou, a0 menos, ndo-positivas), o que
justificaria a queima de dinheiro; na Se¢@o 3.4 nds estudamos o problema de encontrar a
melhor estratégia para queima de dinheiro; na Secdo 3.5 discutimos as dificuldades para
generalizar a abordagem proposta para jogos mais gerais (além dos jogos 2x2); na
Secdo 3.6, para ilustrar possiveis aplicacdes para o problema da queima de dinheiro,
utilizamos as conclusdes das secdes anteriores para revisar alguns dos resultados de
Jervis (1978) em seu dilema da seguranga. Por fim, as conclusdes sdo apresentadas na

Secdo 3.7.
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3.2. Uma analise das primeiras derivadas

Iniciamos nosso estudo considerando a estrutura geral de um jogo 2x2 na forma

normal, como ilustra a Figura 3.7.

Jogador 2
w Y4
Jogador 1 X (@ ¢) | (b,
Y{(c g |(dh

Figura 3.7: Estrutura geral dos jogos 2x2.

Seja p a probabilidade do jogador 1 escolher a estratégia pura X e /-p a
probabilidade de escolher a estratégia pura Y. Seja também ¢ a probabilidade do jogador
2 escolher a estratégia pura W e /-g a probabilidade dele escolher a estratégia pura Z.
Queremos, entdo, restringir nossa atencdo para jogos com apenas uma equilibrio misto
na forma ndo-degenerada (nenhuma restricdo € feita ao nimero de equilibrios puros do
jogo). Neste caso, podemos escrever as probabilidades do jogador 1 escolher X e do

jogador 2 escolher W no equilibrio misto”® como:

h—g d—b

=——— (31 =
e—f—g+h B1) e q a—

b—c+d (3-2)

p

Logo, com base nas Expressdes 3.1 e 3.2, podemos escrever a utilidade esperada
do equilibrio misto de Nash de cada jogador como uma fun¢@o dos payoffs individuais

de cada uma deles, como segue:

ad — bc
_ _ 33
EU, a—b—c+d (3-3)
eh—fg
El (34)

*® Para os interessados em algoritmos para o cdlculo de equilibrio misto recomendamos contribuicoes
pioneiras como os trabalhos de Mangasarian (1964) e Wilson (1971), e trabalhos mais recentes com o
de Porter, Nudelman & Shoham (2008) ou ainda McKelvy, McLennan & Turocy (2010).
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Uma vez reescritas as utilidades esperadas apenas em fungdes dos payoffs de
cada jogador, podemos entdo avaliar como a utilidade esperada se comporta com
relacdo as variagdes nos mesmos, através de uma andlise da primeira derivada. Nesta
andlise, nos restringimos as variacdes nos payoffs que ndo alteram a ordem geral das
preferéncias, de modo a manter a mesma situagdo estratégica original. Por ‘ordem geral
dos payoffs’ entende-se: se o payoffu = v, entdo, apds a variacdo nos payoffs, ndo pode
ocorrer que v > u, bem como se u = v, essa relagdo também deve ser mantida apds as

variagdes. Assim, para o jogador 1 temos as Equagdes (3.5), (3.6), (3.7) e (3.8):

0EU;  (c—d)(b—d) 0EU;  (c—d)(c—a)
da @-b-craE D G Tla=b—craz OO
0EU;, b—a)(b—4d) J0EU; (b—a)(c—a) 3.8)

dc a-b—c+a2 OV T5d T“la—b-ctay?

OEU, QEU, 0EU, OEU,

de af ~ag ~an °

Por sua vez, para o jogador 2 temos as equagdes (3.9), (3.10), (3.11) e (3.12):

OEU, (g —h)(f —h) OEU,  (g—h)(g—e)
de (e—f-g+hE P o Te—r-g+nz G0
Y (fmaG=h) O (maeme

dg (e—f—g+h)? oh (e—f—g+h)?

0EU, 0EU, OEU, OEU,

da ab dc ad

Por meio dessas expressdes gerais, podemos avaliar como se comportam as
utilidades esperadas de cada jogador, quando os seus respectivos payoffs variam,
realizando uma anélise do sinal das derivadas. Mas, antes de apresentar conclusdes mais
gerais iremos avaliar alguns jogos cldssicos e verificar como o sinal das derivadas se

comporta para cada um deles.
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Batalha dos sexos:

Com base na Figura 3.7, a ordem dos payoffs para este jogo é: a>d>c=b=0, e
h>e>f=g=0. Nesse jogo, existem dois equilibrios puros (X, W) e (¥, Z) e um equilibrio

misto. Logo, teremos que para o jogador 1:

aEU1 d2 aEUl aEUI Zad aEUl az
= > O, = = > O, = >
da  (a+d)? ob dc  (a+d)? dd  (a+ d)?

0.

E analogamente para o jogador 2,

aEUZ hZ aEUZ aEUH Zeh aEUZ eZ
= > O, = = 2 > ) = > O
de (e + h)? af dg (e+h) oh (e + h)?

Entdo, concluimos facilmente que qualquer aumento no valor dos payoffs
também leva a um aumento no valor da utilidade esperada do seu respectivo jogador.
Porém, serd que isso sempre ocorre? Isto €, um aumento em um dos payoffs sempre
aumenta a utilidade esperada do equilibrio misto para os jogadores (ou pelo menos

deixa constante)? Veremos que ndo no jogo a seguir.

Caga ao cervo:

Com base na Figura 3.7, a ordem dos payoffs para este jogo é: a>c>d>b=0, e
e>f>h>g=0. Logo, temos dois equilibrios puros (X, W) e (¥, Z) e um equilibrio misto,
porém o equilibrio (X, W) domina em termos de payoffs o equilibrio (¥, Z), ou seja, é

Pareto eficiente. Dai, temos para o jogador 1:

0B, __d@=9) _ 0E, _(c-d)(c-a) N
da (a—c+ d)? ab (a—c+d)?

OEU; ad 0 0EU;  a(a—o) =0
’ od  (a—c+d)? ’

dc (a—c+d)2>

E de forma andloga para o jogador 2:
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0EU,  h(h—f) 0EU,  eh
de —F+r " oF Te—frm2 Y
0BU, _(F-W(=¢) _ 0BU, __e(e=) _ .

dg  (e—f+h)? ’ oh ~ (e—f+h)?

Agora, um estranho resultado surge: em alguns casos, quando o payoff do
jogador aumenta, a sua utilidade esperada diminui. Por exemplo, quando os payoffs a e
e (que sdo os maiores do jogo) aumentam, as utilidades esperadas do jogadores
diminuem, mesmo o par de estratégias (X, W) sendo um equilibrio de Nash.

Para realgar ainda mais o problema em questdo, imaginemos um caso” em que
os payoffs a e e aumentam indefinidamente, a— oo e e— oo, enquanto os outros payoffs

permanecem constantes e respeitando a ordem estabelecida. Entdo, limg=Ilimp=0, o
a—»o

e—0
que nos diz que os jogadores irdo convergir para o equilibrio (¥, Z). Assim, quando as
utilidades do equilibrio (X, W) se tornam extraordinariamente maiores do que os outros
resultados da matriz de payoffs, o equilibrio misto recomenda que os jogadores
escolham tais estratégias puras com uma probabilidade infinitesimal. Conclusdo
semelhante seria obtida se fizéssemos b— d e g— h simultaneamente, e desse modo,
variacOes nas maiores e menores utilidades de cada jogador, levariam a uma redu¢@o na
utilidade esperada dos mesmos. Mas, antes de discutir as causas desses resultados, €

conveniente analisar mais alguns exemplos, constatando as similaridades entre eles.

Dois Jogos sem equilibrios puros:

Agora, analisaremos paralelamente dois jogos sem equilibrio puro. No primeiro
deles, com base na Figura 3.7, a ordem dos payoffs é: d>a>c>b=0, e f>g>h>e=0. Com

isso, temos para o jogador 1:

0BV, | _d(@=0) _ . OEU, _(e—d)c-a)
da (a—c+d)? ob (a—c+d)?

0EU, ad =0 JEU;  a(a—o)
oc  (a—c+d)? ’ od  (a—c+d)?

> 0.

29 . . . .. ,r o f:
O leitor é convidado a testar outros casos quando os payoffs tendem a limites especificos e verificar
outros estranhos resultados para o jogo.
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E para o jogador 2:

aEUz_(g—h)(f—h) aEUz_ 9(g—h)
de T (h—f-92 " Tof Gh-f-g2 "

kU, . _fG=m _, 9L _ fg -0

dg (h—f-g9* " oh — (h—f—g)*

Por sua vez, para o segundo jogo, a ordem dos payoffs serd: a>c>d>b=0, e
g>h>f>e=0. Porém, observe que dada esta nova ordem, algumas derivadas passam a ter

o sinal negativo. Assim, para o jogador 1 temos:

0EU, __d(d-0) _ = 93U _(c=d)(c-a)
da  (a—c+d)? " 9b  (a—c+d)?

<0,

0EU; ad JEU;  a(a—c)

e a—ctrdr " ad @—ctrap
E para o jogador 2:
0EU, (g—-m({f—h) 0EU,  g(9g—h) =0
de ~ (h—f-g2 ' of (h—f-g?* "
J0EU,  f(f—h) J0EU, fg
g G-f-g7"" Ton “G-f-g7 "

Embora no primeiro jogo todas as derivadas sejam positivas, no segundo,
existem derivadas negativas, as quais ocorrem novamente com relacdo ao maior e ao

menor payoffs de cada jogador.

Jogo da galinha:

Com base na Figura 3.7, a ordem dos payoffs para este jogo é: b>d>c>a=0, e
g>h>f>e=0. Nesse jogo temos dois equilibrios puros (¥, W) e (X, Z) e um equilibrio

misto. Deste modo, temos para o jogador 1:
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0EU; (c—d)(b—d) 0EU;  c(c—d) <0
da  (d—b—c)? ’ ob  (d—b—c)? ’
JEU. b(b—d JEU. b
L ) >0, L= 2 > 0.
dc (d—b—c)? ad (d—b—c)?
E de forma andloga para o jogador 2:
JEU —h)(f—h JEU. —h
2 _-m(F 2)<0’ 2__9( )2>0’
de (h=f-9) of (h=f-9)
0EU, _ f(f—9) 0EU; _ fg

a9 -r-97"" Ton “-s-g2 "

Por fim, no jogo da Galinha, nés também temos derivadas negativas. E
importante destacar que tais derivadas também ocorrem com relacdo aos maiores e
menores payoffs de cada jogador. Na préxima secdo sdo apresentadas condigdes
necessdrias e suficientes para a existéncia de derivadas negativas € mostramos que as

similaridades dos exemplos ndo sdo uma mera coincidéncia.

3.3. Definindo o sinal das derivadas

Nesta secdo, discutimos algumas regularidades (condigdes necessdrias e
suficientes), as quais fazem com que, em um dado jogo 2x2, a derivada da utilidade
esperada com relacdo aos payoffs seja negativa (ou ao menos ndo-positiva). Inicialmente
analisamos o caso da utilidade esperada para algum equilibrio puro, como resume o

Lema 3.1.

Lema 3.1: Em qualquer equilibrio de Nash puro, as derivadas das utilidades esperadas

em relacdo aos payoffs sdo ndo-negativas.

Prova: A prova deste lema é bastante simples e intuitiva. Suponha que o par de
estratégias (s, s2) € um equilibrio puro de um dado jogo, resultando em uma utilidade

Ui(s;, s2) = x para o jogador i. Logo, a derivada da utilidade esperada com relagcdo a
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algum payoff do jogador i serd igual a um, para todo payoffigual a x, e serd igual a zero,

para os demais casos. o

Este resultado nos indica que, quando isolamos um dado equilibrio puro de um
jogo (quando existe a0 menos um equilibrio puro), um aumento em algum dos payoffs
de um dos jogadores, jamais lhe reduzird a utilidade esperada proveniente daquele
equilibrio. Ademais, também podemos garantir derivadas ndo-negativas para os

seguintes casos, como resume o Lema 3.2. Mas antes facamos uma breve defini¢do:

Definicdo 3.1: Com base no jogo I, sejam Sy # §; (resp. S, # §,) duas estratégias
pertencentes ao conjunto S; (resp. S2), entdo, dizemos que a estratégia s; (resp. s2) €

indiferente com relacdo a estratégia §; (resp. §,) para o jogador 1 (resp. 2) se

U,(sy,55) = U (84,5,),V s, €S, (resp. Uy(sq,83) = Uy (54, 8,),V 54 €Sy).

Lema 3.2: Com base no jogo da Figura 3.7, se o jogador i possui uma estratégia forte ou
fracamente dominante ou for indiferente entre suas estratégias, entdo, as derivadas das

utilidades esperadas de equilibrio do jogador i sdo ndo-negativas.

Prova: Sem perda de generalidade, iremos supor que i=1. Analisando o caso em que tal
jogador possui uma estratégia fortemente dominante, digamos® a estratégia X, entdo
existem trés possibilidades para formacgao dos equilibrios do jogo: se e>f ou f>e, 0 jogo
terd apenas um equilibrio puro, (X, W) ou (X, Z) respectivamente, € como vimos pelo
Lema 3.1, em qualquer equilibrio de Nash puro, as derivadas das utilidades esperadas
em relacdo aos payoffs sdo ndo-negativas. Assim, nos resta verificar o caso em que e=f.
Se esta condicdo ocorrer, entdo o jogo em questdo terd dois equilibrios puros e infinitos
equilibrios mistos na forma E = (M, N), nos quais M = (1, 0) e N = (¢* 1-g*), com
g*<[0,1]. Entdo, a utilidade esperada do jogador 1 seria: EU; =ag* + b(I-g*) e com
isso, as derivadas das utilidades esperadas em relacdo aos payoffs também sdao nao-
negativas. Agora, analisemos o caso em que X € fracamente dominante (como ja
sabemos que para os equilibrios puros as derivadas sdo sempre ndo-negativas, entdo
daqui para frente tais situagdes ndo serdo mais consideradas). Nesse caso temos duas

possibilidades: (A) a=c e b>d ou (B) a>c e b=d. Por (A), a utilidade esperada do

%% Resultados similares também seriam obtidos se escolhida 3 estratégia Y.
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equilibrio misto do jogador 1 é EU;=a=c; por outro lado, em (B), a utilidade esperada
do equilibrio misto é EU,;=d=b. Logo, é fécil ver que as derivadas serdo a0 menos nao-
negativas. Por fim, nos resta analisar o caso em que as estratégias X e Y sdo indiferentes,
isto é, quando a=c e b=d. Nessas condi¢gdes, independentemente da estratégia mista,
(g, 1-9), escolhida pelo jogador 2, o equilibrio misto ird proporcionar uma utilidade
esperada para o jogador 1 de EU; = aq + b(1 — q). Assim, as derivadas serdo também

ndo-negativas, o que completa a prova |

Para dar continuidade as condigdes que garantem derivadas ndo-positivas e
estritamente negativas, solicitamos que o leitor reavalie os jogos expostos na Se¢do 3.2.
Neles, € possivel perceber que as derivadas negativas s ocorreram em jogos nos quais
os jogadores preferem que o outro utilize uma estratégia em particular,
independentemente de sua propria escolha, ou seja, para jogos em que existem
estratégias colaborativamente dominantes. O conceito de dominéincia colaborativa foi
formalmente exposto no Capitulo 2.

A seguir, os Teoremas 3.1 e 3.2 nos mostram formalmente que derivadas nao-
positivas (resp. negativas) para um jogador i com relacdo aos payoffs dele s6 ocorrem
se, € somente se, o jogador j tiver uma estratégia fracamente (resp. fortemente)
colaborativamente dominante para esse jogador. Além disso, derivadas ndo-positivas
(resp. negativas) sempre ocorrem quando sdo tomadas com relagdo as utilidades do
jogador i associadas com a estratégia que ¢ uma melhor resposta a estratégia fracamente
(resp. fortemente) colaborativamente dominante do jogador j (e estes sdo o maior € 0

menor payoffs do jogador i).

Teorema 3.1: Com base no jogo da Figura 3.7, suponhamos que o jogador i ndo tenha
estratégias forte ou fracamente dominantes tampouco € indiferente entre suas
estratégias. Entdo, existem duas derivadas da utilidade esperada de equilibrio do jogador
i ndo-positivas e duas positivas se, e somente se, 0 jogador j possuir uma estratégia
fracamente colaborativamente dominante para esse jogador. Além disso, as derivadas
ndo-positivas sempre ocorrem com relagdo as utilidades do jogador i associadas com a

estratégia que ¢ uma melhor resposta a estratégia fracamente colaborativamente

dominante do jogador j (e estes sdo o maior e o menor payoffs do jogador i).
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Prova: Sem perda de generalidade, assuma i=1. Entdo dada as suposi¢cdes do teorema,
existem duas possibilidades para um ordenamento parcial dos payoffs para o jogador 1,

sdo elas: (A) a>c e b<d ou (B) a<c e b>d. Admitamos que vale a condi¢do (A), entdo:

dEU,

O0EU 0EU 0EU ,
l<0eoc>d, 1SO<—>CZd,71SO<—>b2ae <0 b=>a Dai,

da db

devemos considerar os trés subcasos a seguir:

(A1) c=d: Neste subcaso, a>c=d>b e W ¢ fracamente colaborativamente dominante

para o jogador 1. Além disso, a estratégia X é uma melhor resposta a estratégia W e

dEU, o dEU,
da db

sdo ndo-positivas (a é o maior payoff € b o menor) enquanto as outras

derivadas sdo positivas.
(A2) b=a. Neste subcaso, d>b=a>c, e Z é fracamente colaborativamente dominante

para o jogador 1. Além disso, a estratégia ¥ ¢ uma melhor resposta a estratégia Z e

OEU; _ OEU; . . . ( .
o © 5g 530 ndo-positivas (d € o maior payoff e ¢ 0 menor) enquanto as outras

derivadas sdo positivas.
(A3) d>c e a>b. Neste caso nao temos estratégias fracamente colaborativamente
dominantes e todas as derivadas sdo positivas.

A prova da condi¢do (B) € andloga e por isso serd omitida. ]

Teorema 3.2: Com base no jogo da Figura 3.7, suponhamos que o jogador i ndo tenha
estratégias forte ou fracamente dominantes tampouco € indiferente entre suas
estratégias. Entdo, existem duas derivadas da utilidade esperada de equilibrio do jogador
i negativas e duas positivas se, € somente se, o jogador j possuir uma estratégia
fortemente colaborativamente dominante para esse jogador. Além disso, as derivadas
negativas sempre ocorrem com relacdo as utilidades do jogador i associadas com a
estratégia que € uma melhor resposta a estratégia fortemente colaborativamente

dominante do jogador j (e estes sdo o maior e o menor payoffs do jogador i).

Prova: Novamente assuma i=1. Entdo dada as suposi¢des do teorema, existem duas

possibilidades para um ordenamento parcial dos payoffs para o jogador 1, sdo elas: (A)

- ~ .0
a>c e b<d ou (B) a<c e b>d. Suponhamos que vale a condi¢do (A), entdo: gsl <0«
d a d
c>d, ggl<0<—>c>d, ggl<0<—>b>ae gsl<0<—>b>a. Logo, devemos

considerar os trés subcasos a seguir:
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(A1) c¢>d: Neste subcaso, a>c>d>b e W é fortemente colaborativamente dominante

para o jogador 1. Além disso, a estratégia X é uma melhor resposta a estratégia W e

EU dEU, . . . . )
5 Le e 1 530 negativas (a é o maior payoff e b 0 menor) enquanto as outras derivadas
a

sdo positivas.
(A2) b>a. Neste subcaso, d>b>a>c, e Z é fortemente colaborativamente dominante

para o jogador 1. Além disso, a estratégia ¥ ¢ uma melhor resposta a estratégia Z e

dEU;  OEU; . . . . .
. € 5, Sdo negativas (d é o maior payoff e ¢ 0 menor) enquanto as outras derivadas

sdo positivas.
(A3) d=c e a=b. Neste caso ndo temos estratégias fortemente colaborativamente
dominantes e todas as derivadas sdo ndo-negativas.

A prova da condi¢do (B) € anédloga e por isso serd omitida. ]

3.4. Queimando dinheiro

Na secdo anterior vimos que, atendidas as condigdes para existéncia de
derivadas da utilidade esperada do equilibrio misto negativas, as mesmas sempre serdo
relativas ao maior e ao menor payoffs do jogador. Agora, responderemos a seguinte
questdo: supondo que os jogadores irdo jogar de acordo com o equilibrio misto, e que
existem duas derivadas da utilidade esperada negativas para um dado jogador, se esse
individuo tivesse a oportunidade de queimar x unidade de utilidade para um dado perfil
de estratégias, entdo qual seria a melhor estratégia de queima de dinheiro que ele
poderia adotar?

Para responder esta pergunta, analisaremos inicialmente como as probabilidades
do equilibrio misto de um dado jogador reagem a variagdes nos payoffs do outro

jogador. Logo, para o jogador 2 temos®" as Equagdes (3.13), (3.14), (3.15) e (3.16):

dg _0(1-q) _ (b —ad)
da  odc (a—b—c + d)? (3.13)
=T = e (3.14)

ab dd  (a—b-c+d)?

31 3t . .
A andlise para o Jogador 1 é andloga.

45



Ensaios sobre Equilibrio Misto de Nash Capitulo 3

dqg 0(1—-gq) (d —Db)
ac  da (a—b—c+d)? (3.15)
dq 0(1—q) (a—c) 16

ad~ db  (a—b—c+d)?

Agora, de posse desses resultados, podemos reescrever as Equacdes (3.5), (3.6),
(3.7) e (3.8), como mostram as Equagdes (3.17), (3.18), (3.19), (3.20), respectivamente.
Nestas, vemos a derivada da utilidade esperada do jogador 1 como func¢io da derivada

da probabilidade do equilibrio misto do jogador 2.

6};"31 = (c—d)g—z (3.17)
-y (3.18)
e @-nt (3.19)
65;'1 = (a — b) g—g (3.20)

Pelo Teorema 3.2, sabemos que s6 haverd derivada da utilidade esperada do
equilibrio misto negativa para o jogador 1 se, e somente se, uma das quatro seguintes
ordenacdes dos payoffs for respeitada: (1) d>b>a>c; (2) a>c>d>b; (3) b>d>c>a; (4)

c>a>b>d. Vamos supor o caso (1).

Caso 1: d>b>a>c. Aqui, a estratégia Z do jogador 2 é fortemente colaborativamente

dominante para o jogador 1 e, com efeito, temos que a derivada da utilidade esperada é

. - dq 0q . .. . .
negativa com relagdo aos payoffs d e ¢ (enquanto 5. € 54 sS40 positivas) o que implica

que uma reducdo em um desses payoffs também reduz a chance do jogador 2 escolher a
estratégia W e, consequentemente, aumenta a chance do jogador 2 escolher a estratégia
Z a qual, como dito, é fortemente colaborativamente dominante para o jogador 1. A

andlise dos demais casos é aniloga e, portanto, serd omitida.
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Entdo, fica evidente que o jogador 1 deveria reduzir o payoff (queimar dinheiro)
de modo a fazer o jogador 2 convergir mais rapidamente para a estratégia que é
fortemente colaborativamente dominante para ele, jogador 1. Para enfatizar esta
conclusdo, observemos o mesmo problema sob outra perspectiva. Imagine agora que o
jogador 1 tem x>0 unidades de utilidade para queimar. Entdo, com relagdo a que payoff
ele deveria queimar as x unidades de utilidade?

Imagine, por exemplo, que estamos no Caso I, em que d>b>a>c, suponha
também que o jogador 1 resolveu queimar ax unidades em c e (/- a)x unidades em d,
sendo a € [0,1]. E importante ressaltar que para manter a ordem dos payoffs
precisamos garantir que (/- a)x<d-b. Deste modo temos que a utilidade esperada do

jogador 1 fica igual a:

a(d—x(l—(x)) -b(c—xa)

EU1 = a—b—(c—x(x)+(d—x(1—(x))

(3.21)

Dai, podemos encontrar o valor de oo que maximiza a Equag@o 3.21 derivando

EU; com relacdo a a, como mostra a Equacdo 3.22.

0EU; x(a—b)(x+a+b—c—d)
da (a—b—c+d—x+2x0)?

(3.22)

Assim, com base na Equacdo 3.22, podemos mostrar que tal derivada serd
positiva se 0<x<(d-b)+(c-a) e, neste caso, o jogador queimaria as x unidades no menor
payoff, c. Por outro lado, se d-b>x>(d-b)+(c-a), ele queimaria as x unidades no maior
payoff, d. Se x=(d-b)+(c-a), entdo a derivada seria igual a zero e nio faria diferenca em
que payoff ele deveria queimar utilidade. Notemos ainda que para um valor pequeno e

positivo de x, as conclusdes sdo as mesmas obtidas com a andlise da derivada acima, ou
. . . . . . ~ aq aq ,
seja, o jogador queimaria dinheiro com relacdo ao payoff ¢ enquanto 5. =~ g0 O que e

equivalente a d-b>a-c, ou queimaria dinheiro em d no caso oposto. Entdo, podemos
detalhar a conclusdo obtida, indicando qual deveria ser o comportamento do jogador 1

para cada um dos quatro casos a que ele tem incentivo para queimar dinheiro.
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Caso I: d>b>a>c. Se x<(d-b)+(c-a), entdo ele deve queimar as x unidades de utilidade
no payoff c, enquanto se (d-b)>x> (d-b)+(c-a), deve queima-las em d.

Caso 2: a>c>d>b. Se x<(a-c)+(b-d), entdo ele deve queimar as x unidades de utilidade
no payoff b, enquanto se (a-c)>x>(a-c)+(b-d), deve queima-las em a.

Caso 3: b>d>c>a. Se x<(b-d)+(a-c), entdo ele deve queimar as x unidades de utilidade
no payoff a, enquanto se (b-d)>x>(b-d)+(a-c), deve queiméa-las em b.

Caso 4: c>a>b>d. Se x<(c-a)+(d-b), entdo ele deve queimar as x unidades de utilidade
no payoff d, enquanto se (c-a)>x>(c-a)+(d-b), deve queima-las em c.

Assuma que as condi¢des do Teorema 3.2 sdo atendidas. Entdo é importante
destacar que, em jogos sem nenhum equilibrio puro e em que ambos os jogadores tém
uma estratégia colaborativamente dominante para o outro, se medirmos o valor de
participacdo no jogo pela utilidade esperada do equilibrio misto, entdo este valor
diminuird a medida que o maior e o menor payoff de cada jogador aumentar. Além
disso, uma vez que um jogador sabe que uma redugdo em alguns de seus payoffs
aumenta sua utilidade esperada do equilibrio misto, ele pode ser tentado a mentir sobre
sua verdadeira utilidade o que pode causar um sério problema para a educdo de utilidade
em ambientes estratégicos.

Em um trabalho recente, Englemann & Steiner (2007) desenvolveram um estudo
que avaliava como o ganho material esperado™ (expected material payoff) do equilibrio
misto para um dado jogador se comportava (aumentava ou diminufa) com relacdo a
variacdes no grau aversao a risco deste jogador. Para tanto, os autores focaram em jogos
2x2 com dois equilibrios puros e um equilibrio misto, restringindo a andlise ao
equilibrio misto. Como uma de suas principais contribuicdes, os autores conseguiram
identificar condi¢des, com relagdo aos ganhos materiais, as quais garantem que o ganho
material esperado do equilibrio misto de um dado jogador serd uma fungdo crescente do

seu grau de versdo ao risco. Tais condigdes sdo sumarizadas nos proposicdes a seguir:

Proposigcao 3.1 (ENGLEMANN & STEINER, 2007, p.383-384): Quando a>c>d>b ou
a>d>c>d, a probabilidade de equilibrio ¢ com que o jogador 2 escolhe a estratégia W

aumenta com o grau de aversdo a risco do jogador 1.

*> Quando Englemann & Steiner (2007) avaliam um jogo semelhante ao da Figura 3.7, eles nao
consideram os valores da matriz de payoffs como sendo utilidade e sim com sendo ganhos monetdrios
(ou ganhos materiais).
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Proposicao 3.2 (ENGLEMANN & STEINER, 2007, p.383-384): Em qualquer
equilibrio misto de um jogo 2x2, se a>c>d>b, entdo o ganho material do jogador 1

aumenta com relag@o ao grau de aversdo ao risco dele.

Utilizando a idéia de dominéncia colaborativa e a argumentagdo desenvolvida ao
longo deste capitulo, podemos fornecer uma explica¢do intuitiva para o resultado por
trds da Proposicdo 3.2: uma vez que a>c>d>b, entdo, a Proposi¢do 3.1 nos diz que a
probabilidade ¢ com que o jogador 2 escolhe a estratégia W ird aumentar a medida que o
jogador 1 se torna mais avesso ao risco. Entdo, como a estratégia W do jogador 2 é
colaborativamente dominante para o jogador 1, este sempre se beneficiard (em termo
dos payoffs materiais) com qualquer aumento de . Para uma prova formal dessas
proposi¢des recomendamos a leitura Englemann & Steiner (2007).

Os autores admitem ainda que a abordagem utilizada por eles ndo permite que
nenhuma conclusdo sobre o comportamento da utilidade esperada seja feita, e isso
porque uma variacdo na preferéncia pelo risco também causaria uma variacdo na
utilidade de cada (ou pelo menos de alguns) perfis de estratégias puras e, dependendo
do efeito conjunto dessa variagdo, a nova utilidade esperada do equilibrio misto poderia
aumentar, diminuir ou permanecer inalterada. Neste capitulo, apresentamos uma nova
contribuicdo no sentido de que nés nio lidamos com ganhos materiais. De fato, nds
discutimos como uma variacdo na utilidade de um dado perfil de estratégia (para um

dado jogador) pode aumentar a utilidade esperada do equilibrio misto para este jogador.

3.5. Discussoes

Até a presente se¢do, discutimos o cdlculo do equilibrio misto, bem como o
problema da queima de dinheiro, apenas para jogos 2x2 com um equilibrio misto bem
definido. Agora, apresentamos alguns exemplos numéricos que nos auxiliardo a
compreender as principais limitacdes que nos impede de estender os resultados ja
expostos para jogos mais gerais. Iniciamos nossa discussdo analisando o jogo da
Figura 3.8, para o qual as conclusdes obtidas nas Sec¢des 3.3 e 3.4 ainda sdo vdlidas

(com as devidas adequagdes).

49



Ensaios sobre Equilibrio Misto de Nash Capitulo 3

Jogador 2
Bi | B | B3
a, | (1,3) 14,7 @3,5
a, | (5,7)](6,2) | (4,6)
Figura 3.8: Tentativa de generalizacdo

Jogador 1

Neste jogo temos apenas um equilibrio misto ((1/3, 2/3), (1/3, 0, 2/3)) e, com
efeito, o suporte do equilibrio misto € {0, a;} X {B1, B3}. Sendo a utilidade esperada
dos jogadores (13/3, 17/3). Note ainda que a estratégia [3; € fortemente
colaborativamente dominante com relacdo a estratégia 3 para o jogador 1 e, sem
considerarmos a estratégia [3, pois ele ndo estd no suporte do equilibrio misto, a
estratégia o, ¢ fortemente colaborativamente dominante com relacdo a estratégia oy
para o jogador 2. Entdo, podemos usar os resultados do Teorema 3.2 que indicam, por
exemplo, que uma redugdo na utilidade Uj(aq,f3;), em duas unidades, elevaria a
utilidade esperada do jogador 1 para 5 e uma reducdo da utilidade Ux(aty, 1) em uma
unidade elevaria a utilidade esperada do jogador 2 para 6, ou seja, ambos os jogadores
desejariam queimar dinheiro se assim o pudessem.

Contudo, nesse caso particular, o jogo tem apenas um equilibrio misto, cujo
suporte é composto por duas estratégias puras de cada jogador, fazendo-o se assemelhar
a um jogo 2x2. Analisaremos agora um jogo em que as trés estratégias puras do jogador

2 estdo no suporte do equilibrio misto, como ilustra a Figura 3.9.

Jogador 2
Bi | B2 | PBa
a; 1(8,0)|(3,1)|(2,1)
a, | (6,1)|(4,0)]|(50)
Figura 3.9: Limitacdes para generalizacdo.

Jogador 1

Mas, antes de calcular os equilibrios mistos deste jogo, vamos definir algumas
notacdes. Seja g(a;) a probabilidade do jogador 1 escolher a estratégia pura @,
(consequentemente, o(a;) = 1 — a(a;) é a probabilidade de ele escolher a estratégia
pura a,); seja também o(B;) a probabilidade do jogador 2 escolher B; e o(B,) a
probabilidade de escolher a estratégia pura B, (e 0(B3) =1 — a(B;) — a(B,)) entido,

podemos caracterizar os equilibrio misto deste jogo da seguinte forma:

((1/2,%),(0(61),3'5‘;(ﬁ 1),3"(”;1)'1)) com o(B) €[},}] Ademais, a utilidade
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70 (f1)+7
2

esperada do equilibrio misto para o jogador 1 é EU; = , que a depender do valor

de a(B,), pode variar no intervalo EU; € [13—4, ?]

Vamos, por conveniéncia, assumir o equilibrio misto ((1/2, 1/2), (1/2, 1/4, 1/4),
em que a utilidade esperada do jogador 1 € 5,25. Notemos que a estratégia f5; do
jogador 2 é colaborativamente dominante (com relacio a todas as outras estratégias do
jogador 2) para o jogador 1. Assim, vemo-nos tentados a aplicar o conceito de
dominéncia colaborativa e pensar que o jogador 1 poderia reduzir, por exemplo, o seu
maior payoff para induzir o jogador 2 a escolher com maior frequéncia a estratégia f3;.
Suponha que o jogador 1 reduza U;(a4, ;) de 8 para 7. Feito isso, podemos caracterizar

0s equilibrio misto do novo jogo da seguinte forma:

((1/2, %), (0(51).3_4Z(ﬁ1),20([’;1)_1)), com o(f;) € E%] Com efeito, a utilidade

esperada do equilibrio misto para o jogador 1 é EU; =

% que, a depender do valor

de a(B,), pode varia no intervalo EU; € [5, ?]

Nesse caso, é facil ver que o jogador 2 pode, por exemplo, manter o(f;)
constante (ou seja, igual a ¥2), alterando apenas os valores de a(B,) e o(fB3), 0 que
levaria uma reducdo na utilidade esperada do jogador 1 para 5. Como o jogador 2 tem
uma maurgem33 de valores para os quais ele pode manipular o(f;), fica entdo impossivel
afirmar como ele ird reagir a eventuais altera¢des nos payoffs do jogador 1.

Consideremos outra situacio estratégica, sendo dessa vez com trés jogadores e
cada uma deles com duas estratégias puras, como exposto na Figura 3.10. Admita que o
payoff a do perfil de estratégia (aq, By, 1) € um valor entre 6 € 9, a € [6, 9]. Assim, este

jogo tem dois equilibrios puros, (a1, B1,v1) € (a2, B2,¥2), € um equilibrio misto.

Y1 Y2
By B2 B B,
a | (a 8,8)((5,7,5) a; 1(0,3,7)] (1,4, 6)
a, | (3,5,3)](6,6,1) a, | 4,1,4)](2,2,2)

Figura 3.10: Limitacoes para generalizacdo — Parte II.

Nesse exemplo, fazermos o payoff a variar entre 6 e 9 para analisar como o a

utilidade esperada do equilibrio misto do jogador 1 reage a tais mudancas. Em

33 . . . ~ . 1 3
Ha um intervalo de intersec¢o entre os dois casos, o(3;) € [E'E]‘
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particular, nés estamos interessados em saber se a utilidade esperada é uma funcio
crescente ou decrescente de a. A expressdo da utilidade do jogador 1 € exposta na
Equacdo 3.23 e a Figura 3.11 nos mostra os valores da utilidade esperada do jogador 1

para cada valor de a entre 6 € 9.

3 +VI3 ¥4a\ 3+13 +4a
43 +1 (3.23)

EUl:(a_4)< 2a +2 2a+2

Utilidade esperada

Pavaff a

Figura 3.11: A utilidade esperado do jogador 1 em fungdo do payoff a.

Pela analise do grifico, percebemos que para qualquer valor de a maior do que
6.9 (aproximadamente) e menor do que 9, uma reducdo em a implica em um aumento
da utilidade esperada. Por outro lado, para qualquer valor de @ menor do que 6,9 e maior
do que 6, uma reducdo em a também gera uma redugdo na utilidade esperada do
equilibrio misto. Além disso, se assumirmos que inicialmente o payoff a € igual a 6,
entdo, qualquer redu¢do em qualquer payoff do jogador 1 também acarretard em uma
reducdo da utilidade esperada deste jogador. Contudo, se fosse assumido que o payoff a

era inicialmente igual a 8, entdo, uma pequena reducdo em qualquer payoff da estratégia
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pura a4 iria aumentar a utilidade esperada do jogado 1, mesmo que nem o jogador 2
nem o jogador 3 tenham estratégias colaborativamente dominantes para o jogador 1.

Com efeito, podemos concluir que em jogos mais gerais, a existéncia de
derivadas negativas ndo depende da existéncia de estratégias colaborativamente
dominantes. Também, uma vez que a é sempre o maior payoff do jogador 1, a existéncia
de derivadas negativas ndo depende da ordem dos payoffs.

Por fim, baseado na Figura 3.10, suponha que o payoff do jogador 2 referente ao
perfil de estratégia (a5, B,,y1) seja reduzido de 6 para 4, € o payoff a assuma o valor de

8, como ilustrado na Figura 3.12.

Y1 Y2
B1 B2 B B2
a; | (8,8,8) |(57,5) a, | 0,3,7)] (1,4, 6)
a, | (3,5,3)](6,4,1) a, | 4,1,4)(2,2,2)

Figura 3.12: Limitacdes para generalizacdo — Parte 111

Esse novo jogo tem dois equilibrios puros, (aq,B:,71) € (@2, B2,72), € um
equilibrio misto na forma ((3/4; 1/4), (2/3; 1/3); (1/2, 1/2)). Entretanto, quando fazemos
uma pequena reducio em qualquer payoff do jogador 1, entdo a utilidade esperada do
equilibrio misto também se reduz. Isso nos mostra que em jogos mais gerais, a
existéncia de derivadas negativas da utilidade esperada do equilibrio misto com rela¢do
aos payoffs de um dado jogador ndo depende apenas dos payoffs dele, como era no caso
dos jogos 2x2. Assim, esses fatos nos impedem de estender o Teorema 3.1 e 3.2 para

jogos mais gerais.

3.6. Aplicacido: O Dilema da Seguranca

Como ja discutido brevemente do Capitulo 2, Aumann (1990) propdem uma
discussdo sobre quando um equilibrio de Nash pode ser considerado auto-imposto tendo
como base um acordo (verbal) entre os jogadores. Para desenvolver sua argumentagdo,
Aumann usa como exemplo base o jogo da Caga ao cervo. Para o referido autor,
existem duas formas de incentivar um jogador a realizar uma dada escolha. A primeira
seria referente a uma mudanga nas informagoes disponiveis para o jogador; e a segunda

seria referente a uma mudanga nos payoffs.
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Agora, discutimos uma aplicacdo para o problema da queima de dinheiro
explorando a lacuna deixada por Aumann (1990), ou seja, avaliamos como incentivar os
jogadores a realizarem uma dada escolha com base em mudancga nos payoffs do jogo.
Para tanto, também nos baseamos no jogo da Caca ao cervo, que na literatura de
relacdes internacionais é conhecido como o dilema da seguranga (security dilemma)
devido ao trabalho de Jervis (1978). Ademais, iremos analisar de forma critica algumas
passagens do trabalho de Jervis revisando as conclusdes do autor sobre a 6tica da teoria
dos jogos.

Para sumarizar o dilema da seguranca®®, imagine duas nacdes que passam por
um periodo de tensdo internacional. Elas tém duas opg¢des de estratégia, a saber: ndo
realizar investimento bélico (cooperar, C) ou realizar investimento bélico (ndo-cooperar,
D - defecting)35, e a ordem das preferéncias pelos possiveis perfis de estratégias sdo
equivalentes ao do jogo da Caga ao cervo, como dito anteriormente. Contudo, Jervis
(1978) afirma que as nagdes s6 irdo cooperar se acreditarem que a outra também o fard e
aponta algumas das possiveis justificativas para os jogadores sacrificarem a op¢ao mais
desejada (CC), a saber: medo de ser atacado e nado ter condi¢des de se defender,
incerteza quanto ao futuro politico nas nagdes vizinhas e até mesmo oportunidades de
coerg¢do e participagdo em questdes internacionais devido ao poderio bélico (reputagio).

Entdo, o autor passa a estudar o que tornar a cooperag¢io mitua mais provavel*®
listando um conjunto de condi¢Ges. Para ele, a chance de alcancar a cooperacdo

aumentaria por:

“(1) qualquer coisa que aumente o incentivo a cooperar aumentando os
ganhos mituos pela cooperacido (CC) e/ou reduzindo o custo que o ator ird
pagar se ele cooperar e o outro ndo (CD); (2) qualquer coisa que reduza o
incentivo de ndo-cooperar reduzindo os ganhos por tirar vantagem do outro
jogador (DC) e/ou aumentando o custo da ndo-cooperagdo miutua (DD); (3)
qualquer coisa que aumente a expectativa de cada um dos lados de que o
outro ird cooperar” (JERVIS, 1978, p. 171).

** Jervis alerta que um problema presente nas questdes de politicas internacionais, mas n3o presente
diretamente no jogo da Cacga ao cervo é o dilema da seguranga, ou seja, quando uma nagdo busca
aumentar sua seguranga interna, isto pode acabar por reduzir a seguranc¢a das demais nagdes.

** No jogo da Cacga ao cervo, a cooperagao é indicada pelas estratégias X e W, por sua vez, a ndo-
cooperagao é indicada pelas estratégias Ye Z.

*A segunda secdo do artigo de Jervis (1978) se dedica a esta avaliagdo e é sugestivamente intitulada: o
gue torna a cooperagdo mais provavel (what makes cooperation more likely).
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Vamos agora avaliar os efeitos dessas medidas propostas por Jervis,
sobretudo no que tange as condicdes (1) e (2) expostas. A idéia de ‘o que torna a
cooperacdo mais provdvel’ pode levantar diversas interpretacdes, por exemplo,
podemos pensar no conceito de selecdo de equilibrio ou de ponto focal’’, mas, devemos
refletir, que para aplicar esses conceitos, ndo € necessario realizar nenhuma alteracio
nos payoffs, ou seja, se os jogadores estavam decididos a aplicar algum critério de
selecdo de equilibrio (ou identificaram algum equilibrio como ponto focal), entdo uma
alteracdo nos payoffs ndo deveria alterar a decisdo inicial, exceto que a mudanga nos
payoffs seja tal que altere o conjunto original de equilibrios do jogo. Logo, devemos
analisar ‘o que torna a coopera¢do mais provavel’ pela 6tica do equilibrio misto.

Recorde da Sec¢do 3.3 e pela Figura 3.7, que ordem dos payoffs para o jogo da
Caca ao Cervo (dilema da segurancga) € a>c>d>b (para o jogador 1) e e>f>h>g (para o
jogador 2). Assim, pela condi¢do (1) Jervis sugere que a cooperag@o seria mais provavel

se os jogadores fossem capazes de aumentar os payoffs a € e ou se fossem capazes de

. - . 7] dq .
aumentar os payoffs b e g. Todavia, pelo Caso 2 da Secdo 3.5, vimos que a_q e £ sdo
a
. PP dp Op . .
negativas (0 mesmo € valido para 5 © a_) e, com isso, aumento nos referidos payoffs,
e dg

na verdade, tornaria a cooperagdo menos provavel.
Por sua vez, pela condicdo (2), o autor sugere que a cooperagdo teria maior

chance de ocorrer se os jogadores reduzissem os payoffs c¢ e f ou reduzissem os payoffs

7] aq . .- . . . ~ .
de h; mas, como a—q € ﬁ Sao positivas, o efeito seria o inverso e a coope€ragao, mais uma
c

vez, seria menos provavel. Em particular, pela condi¢do (2) a cooperacdo sé se tornaria
mais provavel se, por exemplo, a reducdo nos payoffs d e h fosse de tamanha
intensidade que os tornasse os menores payoffs do jogo, o que faria com que o novo
jogo passasse a ter apenas um equilibrio de Nash (CC).

Mais adiante em seu estudo, Jervis se questiona quais as medidas que um
jogador (nacdo) deveria tomar para aumentar a probabilidade de o outro jogador

cooperar, afirmando:

“As varidveis discutidas até agora influenciam os payoffs para cada um dos
quatro possiveis resultados. Para decidir o que fazer, o pais tem que ir além e
calcular o valor esperado de cooperar e ndo-cooperar. Como esses cdlculos
envolvem estimar a probabilidade de que o outro ird cooperar, o pais terd que
julgar como as varidveis discutidas até agora agem nos outros. Para encorajar

* Vide Harsanyi & Selten (1988) e Schelling (1980), respectivamente.
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0 outro a cooperar, o pais pode tentar manipular estas varidveis. Pode-se
reduzir o incentivo do outro ndo cooperar reduzindo o que se ganharia por
explorar aquele pais (DC)...” (JERVIS, 1978, p. 179).

O autor segue sua argumentacdo apontando outro exemplo:

“O pafs também pode aumentar o ganho que ird acorrer ao outro da
cooperagdo mitua (CC). Embora o pais ird ganhar com certeza se receber
uma parte de qualquer novo beneficio, mesmo um aumento que ocorra
inteiramente para o outro ird ajudar o pais aumentando a probabilidade de
que o outro ird cooperar” (JERVIS, 1978, p. 180).

Novamente, devemos nos concentrar nas estratégias mistas dos jogadores. Com
base na primeira afirmacdo, como visto, reduzir os payoffs c e f, na verdade, reduz a
probabilidade do outro cooperar. Ademais, se as medidas sugeridas pelo autor fossem
adotadas, a utilidade esperada proveniente do equilibrio misto se reduziria. Por sua vez,
com base na segunda afirmac¢do, aumentar o payoff do outro jogador pela cooperacio
mutua, ndo altera a estratégia mista do jogador beneficiado e, consequentemente, ndo
torna a cooperagdo mais provavel.

Reconhecemos que os problemas de cooperacdo internacional sdo bem mais
complexos do que o exposto, pois envolvem aspectos de reputacio, relacionamento de
longo prazo etc., mas esperamos que a abordagem utilizada possa contribuir para a

melhor compreensdo de alguns aspectos.

3.7. Consideracoes Finais

Neste capitulo propomos uma nova abordagem para analisar 0 comportamento
de queima de dinheiro a partir da andlise do equilibrio misto. Provamos condi¢des
necessdrias e suficientes para existéncia de derivadas da utilidade esperada do equilibrio
misto negativas, o que justificaria um comportamento de queima de dinheiro. Também
discutimos as dificuldades que nos impossibilitam de estender os resultados para jogos
mais gerais. Por fim, utilizamos nossos resultados para rever algumas das conclusdes de

Jervis (1978) em seu dilema da seguranca.
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Capitulo 4

Equilibrio Misto, Dominancia Colaborativa e Queima de
Dinheiro: um estudo experimental

4.1. Introducao

No Capitulo 2, definimos o conceito de dominancia colaborativa (forte e fraca)
bem como o conceito de domindncia colaborativa estivel e a partir destes
desenvolvemos uma critica a racionalidade do equilibrio misto chegando a seguinte
conclusdo: para jogos 2x2 com um equilibrio colaborativo, o equilibrio misto ndo deve
ser considerado como uma escolha racional por parte dos jogadores. Também provamos
que as utilidades provenientes de um equilibrio colaborativo sdo sempre as maiores
utilidades para cada jogador no jogo, fato que poderia fazer do equilibrio colaborativo
um ponto focal. Provamos também que em muitas situacdes estratégicas, quando o par
de estratégias colaborativamente dominantes € instavel, os jogadores sdo capazes de
alcancar a cooperacdo via contratos de queima de dinheiro.

Dando continuidade as criticas a racionalidade de alguns equilibrios mistos,
discutimos no Capitulo 3 como a utilidade esperada do equilibrio misto de um dado
jogador varia com mudangas nos payoffs deste. Assim, também suportados pela idéia de
dominancia colaborativa, foi provado que em jogos 2x2 as derivadas negativas para um
dado jogador i s6 ocorrem quando o jogador j tem uma estratégia fortemente
colaborativamente dominante para o jogador i. A existéncia de derivadas da utilidade
esperada negativas também se mostrou um bom argumento a favor da queima de
dinheiro. Em seguida, foi avaliado como o jogador j reage a queima de dinheiro por

parte do jogador i, chegando a seguinte conclusdo: sempre que este queima dinheiro nos

payoffs cujas derivadas da utilidade esperada do equilibrio misto sdo negativas, ele
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induz aquele a escolher com maior probabilidade a estratégia que € fortemente
colaborativamente dominante para ele, alcangando assim um resultado mais desejado.
Neste capitulo, nosso objetivo ¢é testar experimentalmente os principais
resultados obtidos nos capitulos anteriores (e sumarizados acima), de modo a fazer um
confronto entre as predicdes tedricas e o “real” comportamento dos individuos diante de
situacOes estratégicas. Para tanto, o restante deste capitulo serd organizado como segue:
na Secdo 4.2, expomos uma breve revisdo sobre resultados experimentais e empiricos a
respeito do equilibrio misto e dos jogos com queima de dinheiro; na Secdo 4.3,
apresentamos o desenho do experimento e as principais hipéteses a serem testadas; na

Secdo 4.4, discutimos os principais resultados do experimento; e finalizamos o capitulo

na Secdo 4.5 com as consideragdes finais.

4.2. Uma visao da literatura

Ao se desenvolver uma teoria sobre o comportamento humano do ponto de vista
econdmico, duas idéias centrais passam a coexistir, a saber: desejamos criar uma teoria
que indique como os individuos devem se comportar frente a uma dada situag@o, ou
desejamos desenvolver uma teoria que explique como os individuos de fato se
comportam? O método experimental e as avaliagdes empiricas buscam reduzir eventuais
hiatos entre essas duas idéias, ao ponto que podem auxiliar na validacdo de teorias
vigentes ou ainda fornecer evidéncias para o surgimento de novas teorias.

Além das contribui¢des puramente tedricas que discutem o equilibrio de Nash e
0s jogos com queima de dinheiro, como ja discutidos, contribuigdes experimentais e
empiricas também sdo frequentemente utilizadas para acalorar o debate sobre estes
temas. Agora, apresentamos algumas importantes contribui¢des existentes na literatura,
comecando pela andlise do equilibrio misto.

Ochs (1995) testou experimentalmente trés variacdes do jogo da Figura 4.1 com

o intuito de avaliar se os jogadores se comportariam como previsto pelo equilibrio

misto.
Jogador 2
A B
Jogador 1 Al(a 0105
B|(0,b)|(c0)

Figura 4.1: Um teste para o equilibrio misto.
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No experimento, 0s payoffs a, b, ¢ eram todos positivos e, com efeito, o jogo ndo
tinha equilibrios puros, tendo apenas um equilibrio misto na forma E=((2, ¥2), (c/(a+c),
a/(a+c))). No estudo, o pardmetro que variava era o payoff a, sendo o caso base aquele
em que a=c=b, e nos demais casos, a>c=>b. Assim, variando o payoff a em diferentes
jogos, mas mantendo os demais payoffs constantes, o autor procurou avaliar se os
individuos se comportam de acordo como o previsto pelo equilibrio misto.

Como parte dos resultados, foi constatada que quase a totalidade dos jogadores 1
respondeu aos aumentos no payoff a aumentando a frequéncia relativa com que jogavam
a estratégia A, fato este que € contrario a teoria do equilibrio misto. Em contrapartida,
foi observado que quando o payoff a do jogador 1 aumentava, o jogador 2 reduzia a
frequéncia com que escolhia a estratégia A, fato que corrobora a teoria. Como uma das
possiveis explicagdes para estes resultados, o autor sugere que os participantes podem
ter um processo dindmico de aprendizado, condicionando seus processos de resposta ao
comportamento passado do seu oponente.

Em um estudo recente, Neugebauer, Poulsen & Schram (2008) nio se limitaram
a avaliar a validade do equilibrio misto e passaram a analisar aspectos de divisdo justa e
reciprocidade a partir do jogo do falcdo e do pombo38 (Hawk-Dove game), exposto na
Figura 4.2. Neste jogo, existem dois equilibrios puros assimétricos (H, D) e (D, H), e
um equilibrio misto, o que leva a literatura sugerir o equilibrio misto como solugdo de

tais jogos>’.

Jogador 2

D H

D | (172, 172) | (1/4, 3/4)
H\|(3/4, 1/4)| (0,0)
Figura 4.2: O jogo do falcdo e do pombo.

Jogador 1

Para atingir os seus propodsitos, os autores dividiram o experimento em trés
partes. Na primeira, o jogador deveria escolher um valor de 0 até 100 que indicaria sua
chance de jogar a estratégia H. Na segunda etapa, os jogadores deveriam indicar como
reagiriam se, no primeiro jogo, o adversdrio escolhesse a estratégia D ou H, isto &,
teriam que atribuir um valor entre 0 e 100 para a chance de escolher a estratégia H se no

primeiro jogo o outro jogador escolheu D, e um valor entre 0 e 100 para a chance de

38 Este jogo também é conhecido na literatura como jogo da galinha (Chicken game).
3 Harsanyi & Selten (1988).
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escolher a estratégia H caso, no primeiro jogo, o outro jogador também tivesse
escolhido H. Por fim, na terceira etapa do experimento, os jogadores deveriam ranquear
suas preferéncias pelos perfis (D,D), (D, H), (H, D) e (H, H).

Para permitir a andlise da divisdo justa e da reciprocidade, os autores decidiram
classificar o comportamento dos participantes em quatro grupos, de acordo com as
caracteristicas das fungdes utilidades de cada um deles. O modelo utilizado para
descrever a utilidade dos participantes foi: Ui(x;, xj)=x;,—o:max[xj—x;0]—-pimax[xi—x; 0],
coma;,f; €[0, 1) e x; e x; indicando os ganhos monetdrios dos mesmos.

Esse modelo permitia aos autores identificar o comportamento dos jogadores
com base nas relagdes entre o e 3. Se a e B < 0,5, o jogador era classificado como
materialista (materialist), ou seja, joga H (resp. D) se o outro jogar D (resp. H). Se
a>0,5ep <0,5 entdo o jogador era definido como falcdo (Hawk), pois, sempre jogard
H (esse comportamento € interpretado como uma reciprocidade negativa, pois responde
H com H). Se o > > 0,5 (ou se p > a > 0,5, ademais, note que § > o indica um
comportamento altruista), entdo, ele era classificado como reciproco (reciprocator), ou
seja, joga D (resp. H) se o outro jogar D (resp. H). Por fim, se 0 < 0,5 ¢ p > 0,5, entdo, o
modelo descreve o jogador como Pombo (Dove), pois sempre joga D (ao contririo do
que ocorre com o falcdo, o comportamento tipo pombo € visto como uma reciprocidade
positiva uma vez que responde D com D). Assim, os equilibrios do jogo passam a
depender do tipo de cada jogador (e de suas crencas sobre o tipo do outro jogad0r40)

como ilustrado na Figura 4.3.

Jogador 2
D H
Jogador I' 175 (12, 172) (14— o2, 3/4— Bf2)
H| (34— B2, 14— 02) (0, 0)

Figura 4.3: O jogo do falcdo e do pombo, com a definicdo dos tipos.

Ap6s a execugdo do experimento, os autores chegaram aos seguintes resultados:
na primeira parte, aproximadamente 70% dos participantes optaram por estratégias
puras (44% jogaram D e 26% escolheram H) e apenas 5% optaram pela estratégia mista
50-50 (tendo os demais, optado por outras estratégias mistas diversas). Na segunda

etapa, 54% dos participantes responderam a D com H e 73% escolheram D em resposta

40 . 3t . . ~ . . ~
O aspecto das crengas que nos levaria a andlise de jogos bayesianos ndo foi levado em consideragado
pelos pesquisadores.
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a H. Com base nesses resultados, aproximadamente 53% dos participantes foram
classificados como materialistas, 30% como pombos, 6% como falcdes e 5% como
reciproco. Néo foi possivel classificar o restante dos participantes (aproximadamente
5%), pois eles escolheriam H com 50% de chance.

Por fim, na terceira etapa do experimento, aproximadamente 87% dos
participantes apresentaram preferéncias com caracteristicas materialistas, 11% tiveram
preferéncias do tipo pombo e 2% demonstraram preferéncias do tipo falcio. Nenhuma
preferéncia tipo reciproco foi constatada. Estes resultados indicaram forte presenca de
individuos materialistas. Para os autores, uma das explicagdes para os resultados
divergentes (grande niimero de individuos com preferéncias materialistas) com os de
outros experimentos presentes na literatura como, por exemplo, experimentos de jogo
do ultimato, bens publicos etc. estd no jogo escolhido para andlise, pois o jogo do falcdo
e do pombo é um jogo de cardter competitivo, em que ndo hd melhoria de Pareto em
escolher D.

Chiappori, Levitt & Groseclose (2002) apontam que a maioria das pesquisas as
quais buscam confrontar a teoria com a prética é suportada por estudos experimentais,
0s quais muitas vezes geram conclusdes divergentes em alguns aspectos (ou até mesmo
totalmente contraditdrias), justificando que isso se deve, em particular, pelo desenho
dos experimentos. Recentemente, para testar aspectos tedricos como, por exemplo, o
equilibrio misto, pesquisadores passam a tomar como base observagdes empiricas,
sobretudo aquelas provenientes de competi¢des esportivas (devido a facilidade de obter
dados e modelar o problema como um “jogo”), apontando uma alternativa ao estudo
experimental. Esses estudos ainda sdo escassos, porém podemos destacar os trabalhos
de Walker & Wooders (2001) que avaliaram a probabilidade do jogador sacar no lado
direito ou no lado esquerdo do adversario com base em dados histéricos do torneio de
ténis de Wimbledon; e Chiappori, Levitt & Groseclose (2002), os quais avaliaram a
chance do batedor de pénalti escolher chutar no lado esquerdo, direito ou no centro,
tomando como base de dados as cobrangas de pénalti dos campeonatos italiano e
francés por um periodo aproximado de trés anos. Em ambos os estudos, os autores
encontraram evidéncias empiricas que corroboram os resultados tedricos.

Agora, dando uma pausa no estudo do equilibrio misto e passando para os jogos
com queima de dinheiro, podemos destacar o trabalho de Huck & Miiller (2005), os

quais avaliaram se a predicao tedrica, introduzida por Van Damme (1989) e Ben-Porath
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& Dekel (1992), de que a oportunidade de um jogador sinalizar*' sua intencdo futura de
jogada através de seu potencial de queimar dinheiro, o levaria a alcangar o equilibrio
mais preferido do jogo para ele, isto é, se a possibilidade de fazer a primeira jogada
efetivamente lhe traria algum beneficio.

Para tanto, os autores desenvolveram um experimento em trés par[es42. No
primeiro experimento, os participantes jogavam o jogo da batalha dos sexos
(semelhante ao jogo da Figura 3.1, no Capitulo 3) e, neste caso, os autores constataram
que a frequéncia com que os jogadores escolhiam suas estratégias ndo se afastava muito
da predicdo teérica®’.

O segundo experimento constava de um jogo sequencial em que o jogador 1
deveria escolher entre duas matrizes, uma em que os payoffs eram idénticos ao jogo da
batalha dos sexos original (ou seja, sem queima de dinheiro) e outra em que o jogador 1
queimaria uma unidade de sua utilidade (isto €, com queima de dinheiro). O jogador 2
observaria a escolha do jogador 1 e, apds isso, ambos escolheriam simultaneamente
suas estratégias. Os autores testavam a hipétese de que o jogador 1 teria uma vantagem,
a qual se traduziria no fato de que ele optaria por ndo queimar dinheiro e, em seguida, o
perfil de estratégia escolhido seria o seu preferido. Essa hipdtese foi confirmada
estatisticamente, pois, em mais de 93% das vezes, o jogador 1 optou por ndo queimar
dinheiro e, paralelamente, o perfil de estratégia mais desejado por ele foi obtido 68%
das vezes, (valor bem superior as 22,75% obtidos no jogo da batalha dos sexos do
primeiro experimento). Todavia, os autores fazem a ressalva de que mesmo que os
resultados sejam estatisticamente significantes, indicando a vantagem do primeiro
jogador, a frequéncia observada ainda estd abaixo do esperado pela teoria, a qual
resolveria completamente o problema da coordenagdo entre os jogadores.

No terceiro experimento, o problema era o mesmo do segundo, com a tUnica

diferenca de que ao invés do jogo ser apresentado na forma sequencial, ele era exposto

** Ben-Porath & Dekel (1992) alertam que a possibilidade de queima de dinheiro ndo é de fato um
problema de sinalizagdo, na verdade, a idéia mais adequada seria a indica¢do de que os jogadores sdo
capazes de deduzir a jogada futura do jogador que tem potencial para sinalizar. O termo sinalizagdo é,
entdo, utilizado para sumarizar tal idéia.

*2 Na verdade o experimento foi composto de cinco partes, mas as duas etapas finais apenas
corroboraram as conclusdes iniciais e, portanto, ndo serdo discutidas. Para maiores informagdes vide
Huck & Miiller (2005).

** Enquanto a predicdo tedrica aponta que, por exemplo, o jogador 1 deveria escolher a estratégia X em
75% dos casos, os resultados do experimento apontaram que isso ocorria em 65% das jogadas, fato que
levava com que o equilibrio preferido pelo jogador 1 fosse obtido em 22.75% das vezes (65% de chance
do jogador 1 jogar X e 35% de chance do jogador 2 jogar W). Nenhum teste estatistico foi realizado
nesse caso.
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na forma normal reduzida. Nesta etapa do estudo, o resultado obtido foi bastante
diferente da etapa anterior uma vez que em apenas 6,5% dos casos o jogador 1
conseguiu alcancar o seu equilibrio mais preferido. Como explicacdo para esse
insucesso, 0s autores apontam que os participantes foram incapazes de realizar o
processo de eliminagdo iterativa de estratégias fracamente dominadas, o que os levou a
escolher outras estratégias com maior probabilidade. Com esses resultados, os
pesquisadores apontam que o sucesso da sinalizagdo depende da forma como o
problema é apresentado, mas, pelo cardter sequencial da queima de dinheiro, € possivel

inferir uma vantagem para o primeiro jogador**.

4.3. O desenho do experimento

Ha uma crescente literatura que busca explicar o comportamento dos individuos
em situagdes estratégicas por meio de aspectos ligados a reciprocidade, reciprocidade
indireta, reputagdo etc. Tais estudos sdo fundamentados especialmente pela teoria dos
jogos evoluciondrios, em que, por exemplo, a possibilidade de aprendizado durante uma
sequéncia de jogos é levada em consideracdo. Para o leitor interessado no tema
sugerimos, por exemplo, Van Huyck, Battalio & Beil (1990), Sethi & Somanathan
(2003), Falk & Fischbacher (2006), Engelmann & Fischbacher (2009), Stanca (2009),
Bergin, Bernhard (2009), Gintis (2009), Anctil et al (2010) e Berger (2011).

Gragas a estes aspectos evoluciondrios, Maskin (2011) afirma que o equilibrio
de Nash (tanto na sua forma pura quanto mista) fornece uma boa predicdo do
comportamento dos individuos, pelo menos quando estes adquirem experi€ncia
suficiente no jogo em questdo. Em contrapartida, Rey-Biel (2009), indica que o0 mesmo
ndo ocorre quando os individuos se deparam pela primeira vez com um dado jogo.
Assim, neste experimento, seguimos a mesma linha de Rey-Biel, isto €, analisamos o
comportamento dos individuos quando eles se deparam com uma dada situacdo
estratégia pela primeira vez, testando as principais conclusdes dos capitulos anteriores,
como serd detalhado a seguir.

O experimento foi modelado em trés partes bdsicas em que se estuda: o

equilibrio misto (Parte I), o equilibrio misto e a dominancia colaborativa como ponto

* Outras discussdes e resultados semelhantes sobre a forward induction rationality e a eliminagdo
iterativa de estratégias dominadas podem ser encontrados em Brandts & Holt (1995).
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focal (Parte II) e aspectos de queima de dinheiro como impulsionador da cooperacio
(Parte III). Ademais, em cada uma das partes, os jogadores também deveriam expressar
suas crengas sobre o comportamento do outro jogador.

Nas Partes I e I, os participantes do experimento eram indagados sobre quantas
vezes eles escolheriam uma estratégia particular se tivessem que jogar o jogo em
questdo 15 vezes. A indagacdo foi formulada desta forma de modo a permitir uma
andlise do equilibrio misto que se refletiria no nimero de vezes em que a referida
estratégia seria escolhida. O jogo escolhido para testar o comportamento dos
participantes na Parte I foi o jogo da Galinha (ou do falcdo e do pombo) como exposto

na Figura 4.4.

Jogador 2

w Z
X 1(10,10)] (90, 50)
Y | (50, 90) | (70, 70)
Figura 4.4: O jogo da galinha — Parte I.

Jogador 1

Esse jogo foi selecionado para a primeira parte do experimento, pois ele tem
dois equilibrios de Nash puros assimétricos, (X, W) e (Y, Z), e um equilibrio misto na
forma E=((1/3, 2/3), (1/3, 2/3)), fato que leva as teorias de selecdo de equilibrio (como a
de Harsanyi & Selten (1988)) a indicarem o equilibrio misto como solu¢do para o
impasse existente. Contudo, neste jogo, os jogadores t€m uma preferéncia estrita por
uma das estratégias do outro jogador, fato que poderia leva-los a cooperagcdo mesmo que
esta ndo represente um equilibrio do jogo. Assim, avaliamos se os jogadores se
comportam de acordo como as predi¢des do equilibrio misto e com isso, a hipdtese a ser

testada é€:

Hipotese 1:

Hy: A média de vezes que os individuos colaboram (escolhem Y ou Z) é igual a 10
(nimero esperado de colaboracdes uma vez assumido que os jogadores se
comportam de acordo com o equilibrio misto).

H;: A média de vezes que os individuos colaboram (escolhem Y ou Z) € diferente
de 10; isto é, existem evidéncias estatisticas de que os participantes ndo jogam de

acordo com o equilibrio misto.
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Para a Parte II, o jogo utilizado foi o da Caca ao cervo, como mostra a Figura
4.5. Este jogo foi escolhido porque nele existem dois equilibrios puros simétricos, (X,
W) e (Y, Z) e um equilibrio misto na forma E=((2/3, 1/3), (2/3, 1/3)). Além disso, o
equilibrio puro (X, W) é colaborativamente estivel e payoff dominante enquanto o
equilibrio (¥, Z), mesmo ineficiente, é risco dominante.

Goldman & Page (2010) apontam que qualquer um dos equilibrios puros poderia
ser escolhido como solucdo do jogo a depender do critério de selecdo de equilibrio
invocado. Adicionalmente, Rankin, Van Huyck & Battalio (2000) ressaltam que,
quando mais de um critério de selecdo de equilibrio podem ser utilizados, os jogadores
devem procurar meios para focar no mesmo principio. Deste modo, testariamos a idéia
de que o equilibrio colaborativo poderia ser visto pelos jogadores como um ponto focal
(devido as suas propriedades como, por exemplo, sempre garantir aos jogadores os
maiores payoffs possiveis nos jogos), o que eliminaria o problema da coordenagdo,
evitando ainda que os jogadores jogassem de acordo com o equilibrio misto. Logo, a
segunda parte do experimento procuraria verificar se os jogadores escolhem suas

estratégias de modo a colaborar com o outro jogador.

Jogador 2

w Y4
X 1(90,90) ] (10, 70)
Y | (70, 10) | (50, 50)
Figura4.5: O jogo da caga ao cervo — Parte I1.

Jogador 1

A semelhanga da hipétese testada na primeira parte do experimento, aqui a

hipétese a ser testada é:

Hipotese 2:

Hy: A média de vezes que os individuos colaboram (escolhem X ou W) igual a 10.
H;: A média de vezes que os individuos colaboram ¢é diferente de 10; isto &, ha

evidéncias de que os participantes ndo jogam de acordo com o equilibrio misto.

Na Parte III, inicialmente, os jogadores deveriam escolher entre dois jogos, um
sem queima de dinheiro e outro com queima de dinheiro. Essa opcao de escolha entre os

dois jogos seria desconhecida pelo outro jogador que tomaria o jogo selecionado como
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dado. Posteriormente, os participantes deveriam repetir a mesmo procedimento das

Partes I e II. Os jogos estudados na Parte III sdo expostos na Figura 4.6.

() Jogo 1 ()
Jogador 2 Jogador 2
W Z W Z
Jogador I =76 710) 1 (90, 50) Jogador I =16 710) 1170, 50)
Y | (50,90) | (70, 70) Y | (50, 70) | (70, 70)
() Jogo 2 ()
Jogador 2 Jogador 2
W Z W z
Jogador I (76 "70) [ (90, 50) Jogador I 70 70) 1 (80, 50)
Y | (50,90) [ (70, 70) Y | (50, 80) | (70, 70)
() Jogo 3 ()
Jogador 2 Jogador 2
W Z W Z
Jogador I 60 90) [ (10, 70) Jogador I e0 50 [ (10, 70)
Y | (70, 10) | (50, 50) Y | (70, 10) | (50, 50)

Figura 4.6: Um teste para queima de dinheiro — Parte II1.

Por meio desta abordagem, pretendemos verificar se os participantes
reconhecem a oportunidade de queimar dinheiro como um mecanismo de incentivo a
colaboracdo e que os auxiliaria a obter uma utilidade esperada maior do que aquela

obtida com o equilibrio misto da Parte I e II. Assim duas hipdteses sdo testadas:
Hipoétese 3:
Hy: A proporcdo de individuos que escolheu o jogo com os maiores payoffs é
igual a propor¢do dos jogadores que escolhe o jogo com os menores payoffs.
H;: A propor¢do de individuos que escolheu o jogo com os maiores payoffs é

diferente da proporcao dos jogadores que escolhe o jogo com os menores payoffs.

E,
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Hipotese 4:

Hy: A média de vezes que os jogadores colaboram quando escolhem queimar
dinheiro € igual a média de vezes que eles colaboram quando escolhem ndo
queimar dinheiro.

H;: A média de vezes que os jogadores colaboram quando escolhem queimar
dinheiro € diferente da média de vezes que eles colaboram quando escolhem ndo

queimar dinheiro.

Além dos jogos nas Partes I, II e III, os participantes responderam um breve
questiondrio socioecondmico. Estas questdes tinham o objetivo de permitir uma andlise
de dependéncia entre certos comportamentos (como, por exemplo, o de colaboracio)
com outras varidveis. Vale ressaltar que para todos os testes realizados, o nivel de
significancia serd de 5%.

A elaboracdo do questiondrio utilizado no experimento passou por duas etapas
iniciais de teste para verificar se os participantes estavam compreendendo corretamente
aos questionamentos, bem como para estimar o tempo de resposta (que ficou em torno
de 30 minutos). Também avaliamos algumas formas de pagamento para estimular os
participantes a responderem as indaga¢des propostas com 0 miximo de atencdo. Assim,
os participantes eram informados que para cada tipo de jogador (jogador 1 e jogador 2),
aquele que obtivesse o maior ganho esperado na soma de todos os jogos ganharia um
prémio de R$ 250,00. Para computar o ganho esperado, o desempenho de cada jogador
foi calculado considerando que ele jogaria contra a estratégia média utilizada por todos
os participantes com o tipo de jogador diferente do seu. Em caso de empate, o ganho
deveria ser dividido igualmente entre os jogadores. O experimento teve um ganhador

como jogador 1 e dois ganhadores como jogador 2.

4.4. Resultados

Nesta sec¢do, inicialmente resumimos a base de dados por meio de uma andlise
descritiva e, posteriormente, passamos aos testes de hipdteses propostos na secio
anterior bem como a andlise de outros aspectos adicionais. Antes de prosseguir,

recomendamos a leitura do questiondrio completo no Apéndice 2 desta tese.
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4.4.1. Um resumo dos dados

z

Nossa base de dados é composta por 167 participantes, sendo 82 deles
classificados como jogador 1 e os demais 85 classificados como jogador 2. Os
questiondrios foram respondidos de forma voluntéria por estudantes de graduacio e pds-
graduacdo dos cursos de Economia (95 estudantes, aproximadamente 56,9%) e
Contabilidade (72 estudantes, aproximadamente 43,1%). O processo de aplicacdo dos
questiondrios se deu no més de outubro de 2011.

Na base de dados, 78 participantes (aproximadamente 46,7%) sao do género
feminino e os 89 restantes (aproximadamente 53,3%) sao do género masculino. A idade
média desses estudantes é de aproximadamente 22 anos, sendo 18 anos a moda da idade
com 26 observagdes, a idade minima observada foi 17 anos e a idade méaxima foi de 52

anos. As principais estatisticas descritivas da varidvel Idade sdo expostas na Tabela 4.1.

Tabela 4.1: Estatisticas descritivas para ldade.

Variavel | Média Mediana | Moda | Max. | Min. | Desvio padriao
Idade 22,37267 | 21 18 52 17 5,485002

Quando inquiridos sobre a religido, os participantes apresentaram o seguinte
agrupamento como mostra o Gréfico 4.1. Pelo grafico, podemos perceber que a moda
das observacdes € a religido Catélica com aproximadamente 55% das observagdes. Vale

ressaltar que duas pessoas nao responderam a este questionamento.

2%

H Catolico
Evangélico

W Ateu ou Agndstico

W Espirita

M Qutra

Grdfico 4.1: Composicdo dos participantes por Religido.
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Passando para a andlise da renda dos participantes, temos que a moda é ter uma
renda familiar de até 4 saldrios minimos® com mais de 49% das observagdes, € menos
de 10% dos entrevistados indicaram ter uma renda familiar superior a 20 saldrios
minimos. Devemos destacar que 8 participantes optaram por ndo revelar a renda

familiar. Os dados referentes a renda sdo sumarizados na Tabela 4.2.

Tabela 4.2: Tabela de frequéncia acumulada para Renda.

Renda fl2f % 2%

Até 4 Salarios minimos 78 | 78 | 49,0566 | 49,0566
Entre 4 e 10 Salarios minimos | 40 | 118 | 25,1572 | 74,2138
Entre 10 e 20 Saldrios minimos | 28 | 146 | 17,6101 | 91,8239
Mais de 20 Salarios minimos 13 | 159 | 8,1761 1

Quando ao grau de instrugdo, quase a totalidade dos participantes (mais de 90%)
ainda estd cursando o nivel superior, além disso, 9 dos participantes cursam o mestrado

em Contabilidade. Os dados referentes ao grau de instrucio sdo expostos na Tabela 4.3.

Tabela 4.3: Tabela de frequéncia acumulada para Grau de Instrucdo

Grau de instrucio f | 2f % 2%
Superior incompleto 151 | 151 1 90,4192 | 90,4192
Superior completo 41155 | 23952 92,8144

Especializag¢@o incompleta 21157 1,1976 | 94,012
Especializa¢do completa 1158 | 0,5988 | 94,6108
Mestrado incompleto 91167 | 5,3892 1

Por fim, os estudantes foram questionados sobre o conhecimento que eles
possuiam a respeito da Teoria dos jogos. Apenas 4 individuos afirmaram ja ter realizado
um curso sobre Teoria dos jogos e a maioria do participantes (96 individuos,
aproximadamente 58%) revelou desconhecer o assunto. Um resumo dos dados sobre o

conhecimento dos estudantes sobre Teoria dos jogos € exposto no Gréfico 4.2.

* No periodo em que o experimento foi realizado, o salario minimo era de RS 545,00.
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2%

W Ja fezum curso
Ndo tem conhecimento
M J4 teve algumas aulas

58% M J3 leu a respeito

Grdfico 4.2: Conhecimento dos estudantes sobre Teoria dos Jogos.

4472 Partes L ell

Na Parte I (Jogo da Galinha), o niimero médio de vezes que os participantes
optaram por colaborar foi de 6,74 vezes, a moda foi ‘ndo colaborar’ (escolher Y ou Z
nenhuma vez) com 57 observagdes (aproximadamente 34%) e o desvio padrdo foi de
5,84. A distribuicdo do niimero de colabora¢des na Parte I é apresentada no Gréfico 4.3.
Quando questionados sobre suas crengas a respeito das escolhas do outro jogador, os
participantes apresentaram o seguinte comportamento: eles acreditavam que o outro
jogador colaboraria em média 7,93 vezes, sendo a moda ‘ndo colaborar’ com 45
observacdes (aproximadamente 27%) e um desvio padrao de, aproximadamente, 5,66. A
distribuicdo da crenca dos participantes no nimero de colaboragdes do outro jogador na
Parte I € apresentada no Gréfico 4.4.

Como o jogo da Galinha € um jogo simétrico, testemos inicialmente (como uma
andlise secundaria) se a média de vezes que os jogadores colaboram ¢ igual a média de
vezes que eles acreditam que o outro jogador ird colaborar. Entdo, realizando o teste de
Wilcoxon obtemos um valor-p=0,007691, ou seja, existem fortes evidéncias de que as
médias sdo diferentes. De fato, existem evidéncias de que a média de vezes que os
participantes colaboram € menor do que a média de vezes em que eles acreditam que os
outro colaborard. Além disso, a correlagdo entre colaboracio e crenca na colaboracdo €
de 0,52, e isso se deve em parte, pois, 75 participantes (aproximadamente 45%)

acreditam que o outro jogador terd um comportamento idéntico ao seu.
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Grdfico 4.3: Distribuicdo do niimero de Colaboracdes — Parte 1
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Grdfico 4.4: Distribuicdo da crenca no niimero de Colaboragées — Parte |

Entdo, apds analisar a distribuicdo dos graficos, realizamos o teste t para
avaliarmos nossa Hipdtese 1, ou seja, comparamos o nimero médio de colaboracdes
em cada caso (colaboracdo e crenga sobre colaboracdo) contra uma constante de
referéncia, o nimero 10, o qual, como dito, indica o nimero esperado de colaboragdes
caso os participantes se comportassem como predito pelo equilibrio misto. O valor-p
para colaboracdo e para crenca na colaboracdo foram, respectivamente, 0.000000 e
0.000005, ou seja, existem fortes evidéncias estatisticas de que os jogadores ndo se
comportam (nem acreditam que o outro jogador se comportard) como sugere O

equilibrio misto. Na verdade, podemos inferir que os participantes colaboram menos do
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z

que o esperado. Uma das possiveis explicacdes para esses resultados é o cardter
competitivo do jogo da Galinha, isto €, colaborar quando o outro jogador colabora ndo é
um equilibrio de Nash. Estes resultados também sido semelhantes aos obtidos por
Neugebauer, Poulsen & Schram (2008). Além disso, uma vez que os participantes se
comportam dessa maneira (em média colaboram menos do que o esperado pela teoria
do equilibrio misto), a melhor resposta seria colaborar sempre.

Passando para andlise da Parte II (Jogo da Caga ao Cervo), os participantes
colaboravam em média 7,11 vezes, a moda foi ‘ndo colaborar’ (escolher X ou W
nenhuma vez) com 49 observacdes (aproximadamente 29%), seguida de perto por
‘sempre colaborar’ (jogar X ou W as 15 vezes) com 47 observacdes (28%) e um desvio
padrdo foi de 6,01. A distribui¢do do niimero de colaboracdes na Parte II é apresentada
no Gréfico 4.5. Ademais, quando questionados sobre suas crengas a respeito das
escolhas do outro jogador, os participantes apresentaram o seguinte comportamento:
eles acreditaram que outro jogador colaboraria em média 7,61 vezes, sendo a moda
‘sempre colaborar’ com 51 observacdes (aproximadamente 30,5%) e um desvio padrio
de aproximadamente 5,95. A distribuicdo da crenca dos participantes no nimero de
colaboragdes do outro jogador na Parte II é apresentada no Grafico 4.6.

Como o jogo da Caga ao cervo também € simétrico, testamos novamente se a
média de colaboracdes € igual a média das crengas sobre colaboragdo. Entdo, realizando
o teste de Wilcoxon obtemos um valor-p=0,200348, isto é, ndo existe evidéncia
estatistica de que a média de vezes que os participantes colaboram € diferente da média
de vezes que eles acreditam que o outro colaborard. Nesse caso, a correlacdo entre
colaboragdo e crenca na colaboragdo foi de 0,65, além disso, 100 participantes
(aproximadamente 60%) acreditam que o outro jogador se comportard de forma igual a
sua. Uma possivel explicagdo para essa diferenca de comportamento dos jogadores na
Parte I e II deve-se ao fato dos participantes tentarem obter proveito da colaboragdo do
outro jogador na Parte I (jogo da Galinha) uma vez que os maiores payoffs ocorrem
quando ndo se colabora e o outro colabora, fato que ndo ocorre na Parte II (jogo da Caca

ao cervo).
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Grdfico 4.5: Distribuicdo da crenca no niimero de Colaboragoes — Parte II.
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Grdfico 4.6: Distribuicdo da crenca no niimero de Colaboragées — Parte 11

A semelhanca da Parte I, agora, repetimos o teste t comparando a média de

colaboragdes com a constante de referéncia, 10, para avaliarmos nossa Hipétese 2.

Nesse caso, o valor-p para colaboracio e para crengca na colaboracdo foram,

respectivamente, 0.000000 e 0.000001, ou seja, existem fortes evidéncias estatisticas de

que os jogadores ndo se comportam (nem acreditam que o outro jogador se comportard)

como o predito pelo equilibrio misto. Novamente, podemos inferir que os participantes

colaboram menos do que o esperado, contrariando nossa expectativa inicial de que a

existéncia de um equilibrio colaborativo poderia servir como um ponto focal para os

jogadores. Uma das possiveis explicagdes para esses resultados € a de que mesmo o

jogo da Caga ao Cervo tendo um equilibrio colaborativo (X, W), este equilibrio é mais
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arriscado do que o equilibrio (¥, Z) e, deste modo, os participantes podem optar por ndo
colaborar (ou colaborar pouco) como um mecanismo de defesa, uma vez que eles ndo
conhecem o comportamento dos outros jogadores nem t€ém a oportunidade de aprender
com a repeti¢do dos jogos. Assim, dado que em média os jogadores colaboram menos
do que o esperado pela teoria do equilibrio misto, a melhor resposta para esse caso seria
ndo colaborar (fato oposto a Parte I). As principais estatisticas descritivas das Partes [ e

II sdo resumidas na Tabela 4.4.

Tabela 4.4: Estatisticas descritivas para Parte I e 11.

Variavel Média Mediana | Moda | Desvio Padrao
Parte I: Colaborar 6,74251 7 0 5,842268
Parte I: Crenca sobre colaboracdo | 7,928144 9 0 5,660654
Parte II: Colaborar 7,113772 7 0 6,010452
Parte II: Crenca sobre colaboracdo | 7,610778 7 15 5,945384

Por fim, avaliamos se os participantes realizam suas escolhas como uma melhor
resposta as crencas deles sobre o comportamento do oponente e vice-versa, ou seja,
iremos avaliar a existéncia de dependéncia estatistica entre ‘se comportar como uma
melhor resposta a escolha do oponente’ e ‘acreditar que o oponente terd um
comportamento de melhor resposta’.

Na Parte I consideramos como um comportamento de melhor resposta os
seguintes casos: se 0 jogador acredita que o outro colaborard mais de 10 vezes, entdo ele
nunca deve colaborar, se o jogador acredita que o outro colaborard menos de 10 vezes,
entdo ele sempre deve colaborar e, se o jogador acredita que o outro ird colaborar
exatamente 10 vezes, entdo qualquer escolha é considerada como uma melhor resposta
(em virtude do equilibrio misto). Por sua vez, na parte II, consideramos como um
comportamento de melhor resposta os seguintes casos: se o jogador acredita que o outro
colaborard mais de 10 vezes, entdo ele sempre colaborard, se o jogador acredita que o
outro colaborard menos de 10 vezes, entdo ele nunca colaborard e, se o jogador acredita
que o outro ird colaborar exatamente 10 vezes, entdo qualquer escolha é considerada
como uma melhor resposta. A Tabela 4.5 relaciona o comportamento de melhor

resposta dos jogadores e as crencas na melhor resposta do outro na Parte I.
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Tabela 4.5:Tabela cruzada para melhor resposta — Parte 1.

. . Melhor resposta - outro
Melhor Resposta - participante Nao Sim
Nao 121 11
Sim 15 20

Realizando o teste X2 de independéncia obtemos um p-valor=0,000, ou seja, ha
evidéncias de dependéncia entre as varidveis (melhor resposta e crenca na melhor
resposta). Intuitivamente este resultado nos revela que, a maioria dos jogadores nio
demonstrou um comportamento de melhor resposta na Parte I nem tampouco acredita
que o outro jogador também terd tal comportamento; por sua vez, em grande parte, os
poucos jogadores que tém um comportamento de melhor resposta também acreditam
que o outro jogador se comportard igualmente, isto é, em geral, cada jogador espera que
o outro se comporte de modo semelhante ao dele.

Analogamente, realizando a andlise de melhor resposta para o jogo na Parte II,
temos os seguintes valores sumarizados na Tabela 4.6. Realizando o teste y* de
independéncia obtemos um p-valor=0,000, ou seja, novamente temos evidéncias de
dependéncia entre as varidveis. Contudo, podemos destacar que o comportamento de
melhor resposta passou a ser o comportamento predominante nesse caso, talvez

influenciado pela simetria nos payoffs dos equilibrios puros do jogo.

Tabela 4.6: Tabela cruzada para melhor resposta — Parte I1.

. . Melhor resposta - outro
Melhor Resposta - participante Nao Sim
Nao 70 8
Sim 8 81

4.4.3. Parte III

No Jogo 1 da Parte III, 119 participantes (aproximadamente 71%) optaram pelo
jogo sem queima de dinheiro; no Jogo 2, 111 participantes (aproximadamente 66,5%)
escolheram o jogo sem queima; por fim, no Jogo 3, 134 individuos (mais de 80%)
escolheram ndo queimar dinheiro. Vale ressaltar que realizando uma comparacido da
média de colaboracdo das Partes I e II com os respectivos jogos da Parte III para os

jogadores que optaram por nao queimar dinheiro, constatamos pelo teste de Wilcoxon

75



Ensaios sobre Equilibrio Misto de Nash Capitulo 4

que ndo ha evidéncias de diferencas entre as médias, como era esperado. Este resultado
pode nos indicar que os jogadores estavam realizando suas escolhas de forma
consciente.

Agora, testamos a Hipotese 3 em que metade do individuos optaria por queimar
dinheiro e a outra metade optaria por ndo queimar dinheiro. Realizamos o teste t
comparando a média de vezes que o jogo com queima de dinheiro € escolhido com a
constante de referéncia 0,5. Em todos os trés jogos foram constatadas evidéncias
estatisticas de que os jogadores ndo se dividem igualmente entre os dois tipos de jogos,
na verdade, eles se apresentam mais propicios a escolher os jogos sem queima de
dinheiro. O valor-p para cada uma dos jogos é: Jogo 1, valor-p=0,0000000; Jogo 2,
valor-p=0,000013; Jogo 3, valor-p=0,000000.

Agora, iremos analisar cada jogo separadamente. No jogo 1, para aqueles que
escolheram o jogo sem queima de dinheiro, o nimero médio de colaboragdes foi de
aproximadamente 6,24, a moda foi ‘ndo colaborar’ com 47 observagdes
(aproximadamente 39,5%) e o desvio padrio foi de aproximadamente 6,06. Para esse
mesmo grupo de participantes, quando avaliamos as crencas deles sobre a colaboracdo
do outro jogador, observamos um valor médio de 6,78 colaboragdes, sendo a moda ‘nao
colaborar’ com 43 observagdes (aproximadamente 36%) e o desvio padrdao de 5,95.
Além disso, aproximadamente 50% (60 de 119) dos jogadores que optaram por ndo
queimar dinheiro acreditam que o outro jogador ird se comportar de forma igual a deles.

Por sua vez, quando analisamos os jogadores que optaram pelo jogo com queima
de dinheiro, temos que o niimero médio de colaboracdes foi 8,52, sendo a moda ‘sempre
colaborar’ com 14 observacdes (aproximadamente 29%) e com um desvio padrdo de
5,87. Quando passamos a avaliar a crenga desses participantes na colaboragdo do outro
jogador, observamos um valor médio de colaboragdes de aproximadamente 10,19,
sendo a modo ‘sempre colaborar’ com 18 observacdes (aproximadamente 37,5%) e o
desvio padrao de 5,13. Além disso, exatamente 50% (24 de 48) dos jogadores que
optaram por queimar dinheiro acreditam que o outro jogador ird se comportar de forma
igual a deles. As distribui¢des do nimero de colaboragdes por tipo de jogo (com e sem
queima de dinheiro) e da crenca na colaboracdo sdo expostas, respectivamente nos

Grificos Boxplot® 4.7 ¢ 4.8.

46 . . s . . . . . . .

Nesta tese, o Boxplot tera as seguintes caracteristicas: a linha central indica a mediana, a caixa indica
o limite entre o primeiro e terceiro quartil, e o bigode indica 1,5 vezes a diferenca interquartil isso, é
claro, respeitando os limites inferior e superior da distribuicdo.
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Grdfico 4.7: Distribuicdo do niimero de colaboragées por tipo de jogo — Jogo 1
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Grdfico 4.8: Distribuicdo da crenca no niimero de colaboracdes por jogo — Jogo 1.

A distribuicdo dos dados nos d4 uma primeira impressdo de que apenas uma
pequena parcela (menos de 30%) dos participantes escolhe o jogo com queima de
dinheiro, porém, estes poucos que o fazem parecem ser mais propensos a colaboragao.
Assim, passamos para o teste da Hipdtese 4 no Jogo 1. Esta conjectura inicial é

confirmada pelo teste de Mann-Whitney U. Primeiro, comparando a inclinacdo a
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colaborar dos dois grupos (os que escolheram o jogo com queima de dinheiro e os que
escolheram o jogo sem queima de dinheiro), obtemos um valor-p de 0,025193 e
comparando a crenca na colaborag@o dos dois grupos, temos um valor-p de 0,000916.
Logo, existem evidéncias estatisticas de que o mecanismo de queima de dinheiro auxilia
os jogadores a colaborarem mais, uma vez que ele transforma um perfil de estratégias
colaborativamente dominantes em um equilibrio colaborativo. As principais estatisticas

descritivas do Jogo 1 sdo resumidas na Tabela 4.7.

Tabela 4.7:Estatisticas descritivas para o Jogo 1 - Parte II1.

Jogo 1 N Variavel Média | Mediana | Moda Desvlo
padrao
Sem queima de | 119 | Colaborar 6,235294 5 0 6,060019
dinheiro Crenca soPre 6781513 7 0 5.950587
colaboracdo
Com queima de | 48 | Colaborar 8,520833 9,5 15 5,874538
dinheiro Crenga sobre 1018750 | 115 | 15 | 5,130867
colaboracdo

No jogo 2, para aqueles que escolheram o jogo sem queima de dinheiro, o
nimero médio de colaboracdes foi de aproximadamente 6,47, a moda foi ‘ndo
colaborar’ com 42 observacdes (aproximadamente 38%) e o desvio padrdo foi de
aproximadamente 6,11. Para esse mesmo grupo de participantes, quando avaliamos as
crengas deles sobre a colaboragdo do outro jogador, observamos um valor médio de

7,79

3

colaboragdes, sendo a moda ‘ndo colaborar’ com 34 observacdes
(aproximadamente 31%) e o desvio padrdo de 5,93. Além disso, aproximadamente 45%
(50 de 111) dos jogadores que optaram por ndo queimar dinheiro acreditam que o outro
jogador ird se comportar de forma igual a deles.

Por outro lado, quando analisamos os jogadores que optaram pelo jogo com
queima de dinheiro, temos que o nimero médio de colaboracgdes foi 6,48, sendo a moda
‘ndo colaborar’ com 15 observacdes (aproximadamente 27%) e com um desvio padrio
de 5,41. Quando passamos a avaliar a crenca desses participantes na colaboragdo do
outro jogador, observamos um valor médio de colaboragdes de aproximadamente 8,1,
sendo a moda novamente ‘ndo colaborar’ com 12 observagdes (aproximadamente 21%)
e o desvio padrdo de aproximadamente 5,4. Além disso, aproximadamente 41% (23 de
56) dos jogadores que optaram por queimar dinheiro acreditam que o outro jogador ird
se comportar de forma igual a deles. As distribuicdes do niimero de colaborag¢des por
tipo de jogo (com e sem queima de dinheiro) e da crenga na colaboracio para o Jogo 2
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sdo expostas, respectivamente, nos Grificos Boxplot 4.9 e 4.10. As principais

estatisticas descritivas do Jogo 2 sdo resumidas na Tabela 4.8.

Tabela 4.8: Estatisticas descritivas para o Jogo 2 - Parte II1.

Jogo 2 N Variavel Média | Mediana | Moda Desvio
padrao
Sem queima 111 | Colaborar 6,468468 | 6 0 6,112312
de dinheiro Crenca sobre 7,792793 | 9 0 5,931606
colaboracao
Com queima | 56 | Colaborar 6,482143 | 5,5 0 5,407036
de dinheiro Crenca sobre 8,107143 | 9 0 5,402621
colaboracdo

NUmero de colaboragdes
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Grdfico 4.9: Distribuicdo do niimero de colaboragdes por tipo de jogo — Jogo 2

Avaliando os gréficos, ficamos com a impressdo inicial de que, mesmo com a
possibilidade de queima de dinheiro, os participantes ndo parecem mais dispostos a
colaborar, isto é, ndo hd diferenca entre as médias dos dois grupos. Esta conjectura é
confirmada pelo teste de Mann-Whitney U. Primeiro, comparando a propensdo a
colaborag@o dos dois grupos obtemos um valor-p=0,813747 e comparando a crenga na
colaboracdo dos dois grupos temos um valor-p=0,853428. Entdo, nio existem
evidéncias estatisticas de que este mecanismo de queima de dinheiro auxilia os

jogadores a colaborarem. Este ndo é um resultado surpreendente, uma vez que a
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colaboragdo s6 aumentaria se os participantes jogassem de acordo com o equilibrio

misto; mas, como discutido na Parte I, isso ndo ocorre.

Numero de colaboragdes

-2
com queima de dinheiro sem queima de dinheiro

Grdfico 4.10: Distribuicdo da crenga no niimero de colaboracdes por jogo — Jogo 2.

Por fim, no Jogo 3, para aqueles que escolheram queimar dinheiro, o nimero
médio de colaboragdes foi de aproximadamente 8,02, a moda foi ‘sempre colaborar’
com 47 observacdes (aproximadamente 35%) e o desvio padrio foi de
aproximadamente 6,17. Para esse mesmo grupo de participantes, quando avaliamos as
crencas deles sobre a colaboragdo do outro jogador, observamos um valor médio de
7,21 colaboracdes, sendo a moda ‘ndo colaborar’ com 41 observagdes
(aproximadamente 31%) e o desvio padrdo de 6,12. Além disso, aproximadamente 58 %
(78 de 134) dos jogadores que optaram por ndo queimar dinheiro acreditam que o outro
jogador ird se comportar de forma igual a deles.

Por outro lado, quando analisamos os jogadores que optaram pelo jogo com
queima de dinheiro, temos que o nimero médio de colaboragdes foi 5,15, sendo a moda
‘ndo colaborar’ com 12 observacdes (aproximadamente 36%) e com um desvio padrio
de 5,85. Quando passamos a avaliar a crenca desses participantes na colaboragcdo do
outro jogador, observamos um valor médio de colaboragdes de aproximadamente 4,48,
sendo a moda ‘ndo colaborar’ com 14 observagdes (aproximadamente 42%) e o desvio
padrdo de 5,06. Além disso, aproximadamente 48% (16 de 33) dos jogadores que

optaram por queimar dinheiro também acreditam que o outro jogador ird se comportar
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de forma igual a deles. As distribuicdes do nimero de colaboragdes por tipo de jogo
(com e sem queima de dinheiro) e da crenca na colaboracdo para o Jogo 3 sdo expostas,
respectivamente, nos Graficos 4.11 e 4.12. Também, algumas estatisticas descritivas do

Jogo 3 sdo expostas na Tabela 4.9.

Tabela 4.9: Estatisticas descritivas para o Jogo 3 - Parte II1.

Jogo 3 N Variavel Média | Mediana | Moda Desvio
padrao
Sem queima 134 | Colaborar 8,022388 8 15 16,169859
de dinheiro Crenca sobre 7,208955 7 15 6,116752
colaboracao
Com queima | 33 | Colaborar 5,151515 2 0 5,858334
de dinheiro Crenca sobre 4,484848 4 0 5,056686
colaboracdo
16
14
12
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2 s
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=
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com queima de dinheiro sem queima de dinheiro

Grdfico 4.11: Distribuicdo do niimero de colaboracdes por tipo de jogo — Jogo 3

Analisando a distribuicio dos dados, temos a primeira idéia de que os
participantes raramente optam pela queima de dinheiro, e quando isso acontece eles se
tornam menos propensos a colaborar. Mais uma vez, essa conjectura € confirmada pelo
teste de Mann-Whitney U. Primeiro, comparando a propensao a colaboracao dos dois
grupos temos um valor-p=0,016715 e comparando a crenga na colaboracdo dos dois
grupos obtemos um valor-p=0,01917. Entdo, existem evidéncias estatisticas de que

queimar dinheiro apenas para algum perfil de estratégia especifico ndo auxilia os
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jogadores a colaborarem. Uma possivel explicacdo para este resultado vem do fato de
que o jogo da Caca ao cervo ja t€tm um equilibrio colaborativo (X, W) e, uma vez que os
jogadores optaram por nao queimar dinheiro nos payoffs do equilibrio (X, W), eles
podem ficar mais tentados a colaborar, mesmo o outro jogador desconhecendo esta

escolha inicial.

NUmero de colaboragdes

-2
com queima de dinheiro sem queima de dinheiro

Grdfico 4.12: Distribuicdo da crenga no niimero de colaboragées por jogo — Jogo 3.

4.4.4. Outros resultados

Nesta ultima secdo de resultados, associamos o nimero de colaboracdes (e
crenca na colaboragdo) em cada jogo das Partes I, II e III, com as caracteristicas gerais
dos participantes como, por exemplo, gé€nero, curso, etc; de modo a verificar a
existéncia de alguma evidéncia que nos leve a distinguir o comportamento dos grupos
em certas situacoes estratégicas. Também procuramos evidéncias de relagdes entre estas

varidveis e o comportamento de melhor resposta e de queima de dinheiro.
4.44.1. Género:

Iniciamos nosso estudo com a varidvel Género e além de agrupar os dados pelo
género, também utilizamos outras varidveis adicionais de agrupamento com o intuito de

permitir uma andlise mais detalhada dos dados. Na Parte I e II, a varidvel utilizada é o
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comportamento de melhor resposta; ja para os jogos da Parte III, agrupamos os dados
pelo tipo do jogo (com ou sem queima de dinheiro). A Tabela 4.10 apresenta um
resumo do valor-p do teste Mann-Whitney U para cada um dos casos possiveis.

Pela andlise da Tabela 4.10, percebemos que existe apenas uma diferenca
estatisticamente significante47 no nimero de colaboragdes entre pessoas do género
masculino e feminino quando avaliamos o nimero de colaboragdes para aqueles
individuos que optaram por queimar dinheiro no Jogo 1. Nesse caso, os participantes do
género masculino apresentaram um maior nivel de colaborag@o. Se levarmos em conta
que foi observado um aumento no nimero de colabora¢des para os individuos que
queimam dinheiro no Jogo 1 da Parte III, quando comparado com os individuos que ndo
queimam dinheiro, podemos entdo constatar que esse aumento se deu em grande parte
pelo aumento da colaboragdo das pessoas do género masculino. A distribuicdo do
nimero de colaboragdes por género para o Jogo 1 com queima de dinheiro € exposta no

Grifico 4.13. Nos demais casos, o comportamento entre os géneros foi semelhante.

Tabela 4.10: Colaboragdo vs. Género.

Jogo Agrupamento Variavel Valor-p (Mann-Whitney U)
Colaborar 0,611159
Todos Crenga na
colaboracdo 0,208023
Colaborar 0,205275
Parte 1 Melhor resposta Crenga na
colaboracio 0,257936
Nio melhor Colaborar 0,228195
resposta Crenga na
colaboracio 0,636526
Colaborar 0,253479
Todos Crenga na
colaboracdo 0,11017
Colaborar 0,118
Parte 11 Melhor resposta Crenga na
colaboracdo 0,133328
N Colaborar 0,940077
Nao melhor
resposta Crenga na
colaboracdo 0,928311
Colaborar 0,892593
Todos Crenga na
Jogo 1 colaboracdo 0,496771
(Parte IIT) | Com queima de Colaborar 0.014193
dinheiro Crenga na
colaboracdo 0,176737
Sem queima de Colaborar 0,073029

47 . . o g ~ .
Os resultados estatisticamente significantes sdo destacados com um asterisco (*).
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dinheiro Crenga na
colaboracdo 0,158707
Colaborar 0,793763
Todos Crenga na
colaboracdo 0,745955
Jogo 2 Com queima de Colaborar 0,466313
(Parte IIT) | dinheiro Crenga na
colaboracio 0,518468
. Colaborar 0,885067
Sem queima de
dinheiro Crenga na
colaboracdo 0,379353
Colaborar 0,233395
Todos Crenga na
colaboracio 0,082677
Jogo 3 Com queima de Colaborar 0,645124
(Parte III) | dinheiro Crenga na
colaboracdo 0,253389
. Colaborar 0,392685
Sem queima de
dinheiro Crenga na
colaboracio 0,265723
16
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Grdfico 4.13: Distribuicdo do niimero de colaboracdes por género — Jogo 1 (Parte 111)
com queima de dinheiro.

Para esta tese, optamos por evitar ao maximo propor explicagdes para os
diferentes tipos de comportamento constatados nesta dltima subsecdo. Assim, iremos
apenas enuncid-los. Estas constatacdes poderdo auxiliar no desenvolvimento de estudos
mais especificos que pretendam, posteriormente, justificar as diferencas de

comportamento existentes com base em aspectos socioecondmicos entre outros.
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Por fim, analisamos se haveria uma relacdo entre género e comportamentos

como “melhor resposta” e “queima de dinheiro”, através do teste x> de independéncia,

como mostra a Tabela 4.11. Nesse caso, nenhuma relacdo se mostrou estatisticamente

significante.

Tabela 4.11: Outras relacdes com o Género.

Jogo Variavel valor-p (xz)

Parte I | Melhor resposta 0,6077

Melhor resposta outro 0,3146

Parte I | Melhor resposta 0,0834

Melhor resposta outro 0,6257

Jogo 1 | Tipo do jogo 0,6267

Jogo 2 | Tipo do jogo 0,4788

Jogo 3 | Tipo do jogo 0,3472

4.4.4.2. Curso:

A semelhanca da andlise realizada para o Género, a Tabela 4.12 apresenta um

resumo do valor-p do teste Mann-Whitney U para cada um dos casos possiveis com

relacdo a varidvel Curso.

Tabela4.12: Colaboragdo vs. Curso.

Jogo Agrupamento Variavel Valor-p (Mann-Whitney U)
Colaborar 0,164174
Todos Crenga na
colaboracdo 0,012721*
Colaborar 0,194529
Parte 1 Melhor resposta Crenga na
colaboracio 0,982640
~ Colaborar 0,017528*
Nao melhor
resposta Crenga ha
colaboracdo 0,015901*
Colaborar 0,066911
Todos Crenga na
colaboracdo 0,134183
Colaborar 0,132722
Parte 11 Melhor resposta Crenga na
colaboracdo 0,037771*
Nio melhor Colaborar 0,347537
resposta Crenga hna
colaboracio 0,564395
Colaborar 0,053304
Jogo 1 Todos Crenga na
(Parte III) colaboracio 0,141907
Com queima de Colaborar 0,125883
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dinheiro Crenga na
colaboracdo 0,171042
. Colaborar 0,243101
Sem queima de
dinheiro Crenga na
colaboracio 0,563057
Colaborar 0,094463
Todos Crenga na
colaboracio 0,360443
Jogo 2 Com queima de Colaborar 0,85659
(Parte IIT) | dinheiro Crenga na
colaboracdo 0,435175
. Colaborar 0,059346
Sem queima de
dinheiro Crenca na
colaboracdo 0,112667
Colaborar 0,004573*
Todos Crenga na
colaboracdo 0,128809
Jogo 3 Com queima de Colaborar 0,433536
(Parte IIT) | dinheiro Crenga na
colaboracio 0,014666*
. Colaborar 0,004083*
Sem queima de
dinheiro Crenca na
colaboracio 0,456008

Pela andlise da tabela, percebemos que sete diferencas se mostraram

estatisticamente significantes e, em todas elas, os estudantes de economia se

apresentaram mais colaborativos do que os estudantes de contabilidade. Por sua vez,

quando analisamos a existéncia de relacdo entre curso e comportamento de melhor

resposta, e entre curso e queima de dinheiro, nenhuma relacio se mostrou

estatisticamente significante, como nos revela a Tabela 4.13.

Tabela 4.13: Outras relacoes com o Curso.

Jogo Variavel Valor-p (1)
Parte I | Melhor resposta 0,4224

Melhor resposta outro 0,0794
Parte II | Melhor resposta 0,0925

Melhor resposta outro 0,4577
Jogo 1 | Tipo do jogo 0,2021
Jogo 2 | Tipo do jogo 0,539
Jogo 3 | Tipo do jogo 0,9289

4.4.4.3.

Conhecimento sobre teoria dos jogos:

Como a varidvel ‘Conhecimento sobre Teoria dos Jogos’ permitia quatro

agrupamentos iniciais, dos quais alguns apresentaram uma baixa frequéncia, entdo
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optamos por reagrupar esta varidvel em apenas dois grupos, a saber: ‘com algum

conhecimento em teoria dos jogos’, composta pelos participantes que ja fizeram um

curso, ou tiveram algumas aulas ou j4 leram sobre o tema; e ‘sem conhecimento’. Com

base neste novo agrupamento, a Tabela 4.14 apresenta um resumo do valor-p do teste

Mann-Whitney U para cada um dos possiveis casos.

Tabela 4.14: Colaboracdo vs. Conhecimento sobre Teoria dos Jogos.

Jogo Agrupamento Variavel Valor-p (Mann-Whitney U)
Colaborar 0,448911
Todos Crenga na
colaboracio 0,176088
Colaborar 0,691103
Parte 1 Melhor resposta Crenga na
colaboracdo 0,247677
N Colaborar 0,236201
Nao melhor
resposta Crenga ha
colaboracdo 0,202209
Colaborar 0,65123
Todos Crenga na
colaboracio 0,540546
Colaborar 0,973614
Parte 11 Melhor resposta Crenga na
colaboracio 0,996701
N Colaborar 0,262084
Nao melhor
resposta Crenga ha
colaboracio 0,128656
Colaborar 0,019526*
Todos Crenga na
colaboracio 0,263612
Jogo 1 Com queima de Colaborar 0,001033*
(Parte IIT) | dinheiro Crenca ha
colaboracdo 0,090593
. Colaborar 0,662901
Sem queima de
dinheiro Crenga na
colaboracdo 0,879391
Colaborar 0,012414*
Todos Crenga na
colaboracio 0,811674
Jogo 2 Com queima de Colaborar 0,268186
(Parte IIT) | dinheiro Crenga na
colaboracio 0,534776
. Colaborar 0,033258*
Sem queima de
dinheiro Crenca na
colaboracio 0,887609
Colaborar 0,665399
3 Todos Crenga na
‘(I;g:te 1 colaboracio 0,925886
Com queima de Colaborar 0,439097
dinheiro Crenga na 0,605985
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colaboracdo
. Colaborar 0,904295
Sem queima de
dinheiro Crenga na
colaboracdo 0,98733

Pela andlise da tabela, percebemos que quatro diferencas sdo estatisticamente
significantes e, em todas elas, os individuos com algum conhecimento sobre teoria dos
jogos colaboraram mais. Novamente, quando analisamos a existéncia de relacdo entre
conhecimento sobre teoria dos jogos e comportamento de melhor resposta, e com
queima de dinheiro, nenhuma relacdo se mostrou estatisticamente significante, como
revela a Tabela 4.15. Vale ressaltar que existe uma relagdo estatisticamente significante
(valor-p=0,0001 para o este X2 de independéncia) entre Curso e Conhecimento sobre
Teoria dos jogos. Os dados sobre a relagdo entre estas varidveis sdo sumarizados na

Tabela 4.16.

Tabela 4.15: Outras relacdes com o Conhecimento sobre Teoria dos Jogos.

Jogo Variavel Valor-p (1)
Parte I | Melhor resposta 0,6920

Melhor resposta outro 0,3632
Parte I | Melhor resposta 0,769

Melhor resposta outro 0,769
Jogo 1 | Tipo do jogo 0,1219
Jogo 2 | Tipo do jogo 0,5172
Jogo 3 | Tipo do jogo 0,6613

Tabela 4.16: Tabela cruzada conhecimento em Teoria dos Jogos vs. Curos.

Teoria dos Jogos . Curso P
Economia | Contabilidade
Com conhecimento 53 18
Sem conhecimento 42 53

4.4.4.4. As demais varidveis

Finalizamos nossa discussao sobre os resultados do experimento comentando o
porqué de nenhum teste com as varidveis Religido, Renda e Grau de instrucdo ter sido
realizado. Essas varidveis apresentavam uma grande concentracdo de individuos em
poucas classes, € ndo encontramos uma forma adequada de reagrupar os dados de modo
a validar a aplicacdo dos testes estatisticos apropriados. Assim, optamos por ndo realizar

uma discussao mais aprofundada sobre tais varidveis.
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Também vale ressaltar que, como esperado, nenhum resultado estatisticamente
significante foi detectado quando avaliamos o comportamento dos diferentes tipos de
jogadores (jogador 1 e jogador 2) com relacdo ao niimero médio de colaboracdes (e
crenca na colaboracdo), tampouco com relacdo a comportamento de melhor resposta ou
de queima de dinheiro. Tal fato nos leva a crer na auséncia de framing effect com
relacdo aos tipos de questiondrios, o que também poderia ter influenciado outros

resultados do experimento.

4.5. Consideracoes Finais

Neste capitulo nds testamos experimentalmente trés aspectos centrais dos jogos
2x2 com estratégias colaborativamente dominantes, a saber: o equilibrio misto, o
equilibrio colaborativo como ponto focal e a queima de dinheiro como mecanismo de
incentivo a colaboracdo. Primeiro constatamos que os jogadores ndo aparentam se
comportar como predito pela teoria do equilibrio misto, tampouco o equilibrio
colaborativo demonstrou ter a propriedade de ponto focal. Ainda detectamos que o
mecanismo de queima de dinheiro apenas auxiliou na colaboracdo dos jogadores

quando transformou um perfil de estratégias colaborativamente dominante em um

equilibrio colaborativo.
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Capitulo 5

Consideracoes Finais

“...tdo fdcil parece, depois de encontrado; o que oculto, para a maioria, parecia
impossivel” (John Milton).

5.1. Conclusoes

Ao longo desta tese procuramos desenvolver, por meio de trés ensaios, uma
visdo critica sobre o equilibrio misto tanto do ponto de vista tedrico quanto do ponto de
vista experimental. Inicialmente, no primeiro ensaio, partindo dos conceitos de
dominancia colaborativa e de equilibrio colaborativo, discutimos em que situagdes um
equilibrio misto deve ser considerado irracional, chegando a seguinte conclusdo: em
jogos 2x2 na forma estratégica, se existir um par de estratégias colaborativamente
dominantes estdveis (um equilibrio colaborativo), entdo, o equilibrio misto ¢ irracional,
uma vez que contraria as preferéncias originais dos jogadores, proporciona uma
utilidade esperada ineficiente e ndo tem nenhuma propriedade de seguranca, a qual
eventualmente justificaria o uso desse equilibrio.

Mostramos também que as utilidades esperadas do equilibrio colaborativo sio
sempre as maiores para cada um dos jogadores envolvidos no jogo e isso porque o
equilibrio colaborativo faz uso tanto do principio de racionalidade egoista (tradicional)
quanto do principio de racionalidade altruista. Assim, como é impossivel para qualquer
grupo de jogadores obter um resultado melhor do que se obteria jogando de acordo com
o equilibrio colaborativo, este equilibrio poderia ter a caracteristica de um ponto focal.
Ainda mostramos que existem situagdes estratégicas nas quais os payoffs do equilibrio

misto sdo ineficientes, e que os jogadores conseguiriam obter um resultado melhor ao
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transformarem um perfil de estratégias colaborativamente dominantes instivel em um
equilibrio colaborativo, mesmo que isso dependesse da auto-penalizacdo dos mesmos.

No segundo ensaio, dando continuidade a analise critica sobre o equilibrio misto,
ainda do ponto de vista tedrico, propusemos uma nova abordagem para avaliar o
comportamento de auto-penalizacdo (queima de dinheiro) dos jogadores a partir da
utilidade esperada do equilibrio misto. Provamos que para jogos 2x2 com um equilibrio
misto bem definido (na sua forma ndo-degenerada) a existéncia de uma estratégia
colaborativamente dominante do jogador j para o jogador i é condi¢do necessdria e
suficiente para existéncia de derivadas da utilidade esperada do equilibrio misto
negativas (ou pelo menos ndo-positiva) para o jogador i, o que justificaria um
comportamento de queima de dinheiro ao permitir um aumento da utilidade esperada do
equilibrio misto para o jogador i. Além disso, utilizamos esses resultados para rever
algumas das conclusdes de Jervis (1978) em seu dilema da seguranca, mostrando uma
das possiveis aplicacdes da nossa abordagem para jogos com queima de dinheiro.

Por fim, no dltimo ensaio, testamos experimentalmente as principais predi¢des
tedricas dos ensaios anteriores, a saber: o comportamento do equilibrio misto, o
equilibrio colaborativo como ponto focal e a queima de dinheiro como mecanismo de
incentivo a colaboragdo. Os resultados nos mostraram que os jogadores ndo
demonstram se comportar de acordo com o equilibrio misto, nem o equilibrio
colaborativo aparenta ser um ponto focal. Também detectamos que o mecanismo de
queima de dinheiro sé auxiliou na colaboracdio quando transformou um perfil de

estratégias colaborativamente dominante instdvel em um equilibrio colaborativo.

5.2. Sugestoes para trabalhos futuros

Ap6s o desenvolvimento de um trabalho tdo longo quanto o de uma tese de
doutorado, € natural que os pesquisadores tenham intimeras idéias e desejos de realizar
novos estudos. Assim, essa ultima secdo da tese reflete esses anseios. Aqui,
apresentamos algumas linhas de estudo que podem ser desenvolvidos dando
continuidade as discussdes sobre o equilibrio misto, dominancia colaborativa e jogos

com queima de dinheiro.
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A primeira proposta apresentada ¢ inspirada no desejo de Harsanyi & Selten
(1988) de estender o conceito de domindncia em termos de payoff (payoff dominance),

para um conceito mais forte, como descrito a seguir:

“Uma possivel mudanca que temos em mente € substituir nosso presente
conceito de dominéncia em termos de payoff por um conceito de algum modo
mais forte. No presente, para estabelecer a dominancia em termos de payoff,
nés requeremos que todos os jogadores devam preferir um equilibrio ao
outro. Mas pode ser desejdvel estender a dominancia em termos de payoff
para um caso onde todos os jogadores “importantes” preferem o primeiro
equilibrio ao segundo, mesmo que alguns jogadores muito fracos possam ter
preferéncias indo no outro sentido, ou talvez sejam indiferentes entre os dois.
E claro que nés teriamos que achar um critério convincente para decidir quais
seriam os jogadores “importantes” e quais os “nao-importantes” em um dado
caso” (HARSANYI & SELTEN, 1988, p.362-363).

Também temos o desejo de estender o conceito de dominéncia colaborativa de
modo que ele possa ser utilizado em um conjunto mais amplo de jogos como, por
exemplo, jogos em que apenas um conjunto de jogadores tem estratégia
colaborativamente dominantes para outro conjunto de jogadores. Um novo conceito
nesse sentido, também aproximaria nossas idéias a teoria dos jogos cooperativos, a qual
nos permitiria o estudo de coalizdes, etc.

A segunda proposta € inspirada na idéia de que jogos com derivadas da utilidade
esperada do equilibrio misto negativas poderiam incentivar os jogadores a mentirem
sobre as suas reais preferéncias, resultando em um problema para edugdo de utilidade e,
com efeito, para a andlise dos jogos com tal caracteristica (derivadas negativas). Logo,
pretendemos estudar os métodos de educdo de utilidade buscando, se necessario, propor
um método que revele quando o jogador faz uso desse artificio (reduzir os seus payoffs)
de modo a se beneficiar no jogo, e/ou até mesmo desenvolver um método que minimize
(ou elimine) esta prética.

Por fim, talvez a drea mais frutifera para trabalhos futuros esteja ligada aos
estudos experimentais. Recentemente, diversos estudos buscam discutir e explicar
diferenca de comportamento entre os jogadores em um experimento por meio de
aspectos como gé€nero (CHARNESS & RUSTICHINI, 2011), aspectos culturais
derivados de diferentes nacionalidades (CHUAH et al, 2007), entre outros. Assim,
pretendemos desenhar alguns experimentos que busquem especificamente analisar a

eventual existéncia de diferenca de comportamento entre determinados grupos.
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Além disso, como nosso experimento foi desenhado para refletir um jogo de
uma unica rodada (sem a possibilidade de aprendizagem), pretendemos repetir o
experimento, porém, modelando-o a partir da idéia de jogos repetidos, nos quais 0s
participantes podem aprender com suas jogadas passadas. Isso nos permitiria rever as
conclusdes obtidas sobre o equilibrio misto, a dominincia colaborativa como ponto
focal e os mecanismos de queima de dinheiro, proporcionando um entendimento mais

amplo desses temas.
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APENDICE 1

Teorema 2.1: Seja I' um jogo 2x2 na forma normal com comunicacao e seja (s7,53) um
par de estratégias colaborativamente dominantes estritas e instdveis para ambos os
jogadores.

Parte A: Se a restricdo de participacdo for atendida de forma estrita para ambos os
jogadores, entdo existe uma fun¢@o transformagdo W(.) capaz de transformar uma
situacdo de ndo-cooperacdo em uma situa¢do de cooperacgdo através da auto-penalizacio
de ambos os jogadores, ou seja, tal que transformard o par (s7,s;) em um equilibrio
colaborativo; e que preserva as estratégias s; es, como estratégias fortemente
colaborativamente dominantes.

Parte B: Se a restricdo de participacdo for atendida para ambos os jogadores, entdo
existe uma funcdo transformacdo W(.) capaz de transformar uma situagdo de ndo-
cooperagdo em uma situagdo de cooperacdo através da auto-penalizacdo de ambos os
jogadores, isto é, tal que transforma o par (sj,s;) em um equilibrio colaborativo; e
garantindo que as estratégias s; e s; serdo pelo menos fracamente colaborativamente

dominantes.

Prova: Para a prova do teorema nos basearemos na estrutura geral de um jogo 2x2 na
forma normal como representado na Figura A.1. Suponha entdo que as estratégias Y e W
sdo colaborativamente dominantes no sentido estrito, entdo temos que a >b e ¢ > d
(para o jogador 1) e g > e e h > f (para o jogador 2). Suponha também que o par (¥,

W) € instavel; logo, a > ¢ para o jogador 1 e h > g para o jogador 2.

Jogador 2
W Z
Jogador 1 X (@ o) | (b,
Y|(cg)|(dh)

Figura A.1: Estrutura geral dos jogos 2x2.

Assim, para provar o teorema, basta mostrar que nos jogos em que a restri¢do de
participacdo for satisfeita, existe uma fungdo transformagdo ¥(.) tal que as

penalidades™ p; (X, W) = a — ¢ (e nos demais casos, p;(.) = 0) e p,(Y,Z) =h—g (e

*® Baseadas na restricdo de estabilidade (ou incentive).
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nos demais casos, p,(.) = 0) tornardo o par (¥, W) em um par colaborativamente
estavel, uma vez que U; (Y, W) = U,(X, W) =ce U,(Y, W) =0,(Y, Z) = g.

Na parte (A), nos precisamos mostrar que (¥, W) é um par de estratégias
fortemente colaborativamente dominantes no jogo ¥(I') quando a restricio de
participacdo ¢é atendida de forma estrita, ou seja, devemos mostrar que todas as vezes
que a restricdo de participacdo € atendida de forma estrita, o jogo terd a seguinte
ordenagdo parcial dos payoffs: ¢>b e g>f. Por sua vez, para a Parte (B) precisamos
mostrar que (¥, W) é um par de estratégias fracamente colaborativamente dominantes no

jogo ¥ (I') quando a restri¢do de participagio € atendida, ou seja, devemos provar que

z

todas as vezes que a restricdo de participagdo € atendida, o jogo terd a seguinte
ordenacdo parcial dos payoffs: c=b e g=>f.

As suposi¢des assumidas inicialmente nos levam as seguintes conclusdes sobre a
ordenag@o parcial dos payoffs: a>c > d e h > g > e. Agora, para computarmos 0s
equilibrios do jogo, precisamos conhecer a relacdo de ordem entre os payoffsbedeee

f. Entdo, consideraremos exaustivamente todos os possiveis casos:

Caso I: b > d e e > f, entdo a estratégia Y € fortemente dominada por X.

Caso 2: b>d e f =e, entdo a estratégia Y é fortemente dominada por X e W
fracamente dominada por Z.

Caso 3: b>d e e < f, entdo a estratégia Y é fortemente dominada por X e W
fortemente dominada por Z.

Caso4:b =d ee > f, entdo aestratégia Y € fracamente dominada por X.

Caso 5: b=d e f =e, entdo a estratégia Y é fracamente dominada por X e W
fracamente dominada por Z.

Caso 6: b=d e e < f, entdo a estratégia Y é fracamente dominada por X e W
fortemente dominada por Z.

Caso7:d>bee>f.

Caso 8:d > b e f = e, entdo a estratégia W é fracamente dominada por Z.

Caso 9:d > bee < f, entdo a estratégia W é fortemente dominada por Z.

Agora, analisemos individualmente cada um deles.

(€N

(€N

(€N

(€N

Caso 1: Ha apenas um equilibrio puro (X, W), e a restricio de participacdo ndo é

atendida uma vez que a > c.

Caso 2: Existem dois equilibrios puros (X, W), (X, Z) e infinitos equilibrios mistos
E= (M, N), nos quais M= (1, 0) e N=(g*, I-g*), com g*<[0,1]. Nesse caso, a utilidade
esperada do jogador2 € U; = e = f, e como g > e = f, o jogador 2 aceitard o acordo.

Por sua vez, o jogador 1 tem uma utilidade esperada de U; = aq™ + b(1 — q*). Logo, a
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restri¢do de participacdo s6 € atendida para os valores de ¢* que satisfagam: ¢ > aq™ +
b(1-q)eq < ﬁ. Note que se a restricdio de participagdo for atendida
estritamente, entdo necessariamente temos ¢>b, o que implica que (Y, W) é fortemente
colaborativamente dominante no jogo ¥(I). Por outro lado, se a restrigio de

participacdo for atendida na igualdade s6 podemos garantir que c=b, 0 que garante

apenas que (Y, W) seja fracamente colaborativamente dominante em ¥ (T').

Caso 3: Ha apenas um equilibrio puro (X, Z). Com isso, a restricdo de participacdo sé é
atendida se c > b e g = f. Note que se ambas as restricdes de participacdo forem
atendidas estritamente entdo necessariamente temos ¢>b e g>f, o que implica que o par
(Y, W) é fortemente colaborativamente dominante em ¥ (I'). Se ndo, se a0 menos uma
restricdo de participacdo for atendida na igualdade, sé podemos garantir o par (¥, W)

seja fracamente colaborativamente dominante em ¥(I).

Caso 4: Existem dois equilibrios puros (X, W) e (Y, Z) e infinitos equilibrios misto

E=(M, N), em que M = (p*,1 — p*), com p* < e_hﬁ; e N= (0, 1), e cujas utilidades

f-g
esperadas sdo EU; =d =b e EU, = fp* + h(1 — p*), respectivamente. Logo, com
relacdo a um equilibrio mistos ndo degenerado € facil ver que a restri¢do de participacio

sempre € atendida para o jogador 1. Ja para o jogador 2, a restricdo de participagdo serd

h-g

atendida se, e somente se, ———
e—f—-g+h

h— ~ .~
=>p"= ﬁ. Entdo, note que se a restricdo de

participacdo é satisfeita de modo estrito, entdo, g>e, implicando que o par (Y, W) é
fortemente colaborativamente dominante em ¥(I'). Por outro lado, se a restricao de
participacdo for atendida na igualdade, nos apenas podemos garantir que g>e, indicando

que o par (Y, W) é fracamente colaborativamente dominante em W(I").

Caso 5: Existem trés equilibrios em estratégia pura (X, W), (X, Z) e (Y, Z) e infinitos
equilibrios em estratégia mista E=(M, N), que podem ser de duas formas:
M = (p*,1 —p*), com p*c[0, 1], e N= (0, 1) ou M= (1, 0) e N = (¢*,1 — qg*), com
gq*<[0,1]. Para os equilibrios mistos do tipo M = (p* ,I-p*), com p*e[0, 1], e
N = (0, 1), temos que a utilidade esperada do jogador 1 € U] =d = b e, uma vez que
c>d=b, o jogador aceitard o acordo. Por sua vez, o jogador 2 tem uma utilidade

esperada de U; = fp* 4+ h(1 —p*). Deste modo, a restricdo de participagdo sé serd
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satisfeita para valores de p* taisque: g = fp* + h(1 —p*) o p* = Z%i. Perceba que se

a restri¢do de participacdo for atendida de forma estrita, entdo necessariamente teremos
que g>f, e, com efeito, o par (¥, W) serd fortemente colaborativamente dominante em
Y(). Se a restricdo de participagdo for atendida na igualdade, entdo s6 podemos
garantir que g=>f, e, consequentemente o par (¥, W) serd fracamente colaborativamente
dominante em ¥(I'). Quando o equilibrio misto for do tipo M = (1, 0) e N = (¢* ,1-g*),
com g*e [0, 1] entdo a utilidade esperada do jogador 2 serd U; = e = f e, como g>e=f,
o0 jogador 2 aceitard o acordo. Por outro lado, o jogador 1 tem uma utilidade esperada de
Ui = aq” + b(1 —q*). Assim, a restri¢do de participagad sé € satisfeita para valores de
c-b

g* tais que: ¢c=aq*+b(1—q*) o q" < —, Perceba que se a restricio de

participacdo for atendida de forma estrita, entdo necessariamente teremos que c>b e,
com efeito, o par (¥, W) serd fortemente colaborativamente dominante em Y(I'). Se a
restricdo de participacdo for atendida na igualdade, entdo s6 podemos garantir que c>b,
e, consequentemente o par (Y, W) serd fracamente colaborativamente dominante em

¥(I).

Caso 6: Existem dois equilibrios puros (X, Z), (Y, Z) e infinitos equilibrios mistos E=
(M, N), nos quais M= (p* I-p*), com p*e[0,1] e N=(0, 1). Nesse caso, a utilidade
esperada do jogador 1 é Uf =d = b, como ¢ > d = b, o jogador 1 aceitard o acordo.
Por sua vez, o jogador 2 tem uma utilidade esperada de U; = fp* + h(1 —p*). Logo, a

restricdo de participagdo sé serd atendida para os valores de p* que satisfacam: g >
h— - o .
for+h(l—p*) op*= ﬁ. Note que se a restricio de participacdo for atendida
estritamente, entdo necessariamente temos g > f, o que implica que (¥, W) é
fortemente colaborativamente dominante em Y¥(I'). Por outro lado, se a restricao de

participacdo for atendida na igualdade s6 podemos garantir que g = f, o que garante

apenas que (¥, W) é fracamente colaborativamente dominante em W(I').

Caso 7: Neste caso, a ordenacdo geral dos payoffs é a>c>d>b e h>g>e>f. Assim,

existem dois equilibrios puros (X, W) e (¥, Z) e um equilibrio misto E=(M,N), com

_ h-g e—f ) _( d-b a-c ) e
M = (e_f_g+h,e_f_g+h e N= pord’ ap—cra) © qual resulta nas utilidades

ad—-bc « _ eh—fg

*
esperadas de U; = p— R —

. Sem perda de generalidade, podemos

assumir que b=f=0, fato que reduziria ainda mais as expressoes das utilidades esperadas
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. . " d * h
de cada jogador, que seriam Uj = a_am elU; = e—2+h‘ Uma vez que a(d-c) < c(d-c)
segue-se dai que ad<c(d-c+a). Assim, ¢ > a_acd+d = U{. De forma similar, uma vez que
h(e-g)<g(e-g) isso implica que eh<g(e-g+h). Logo g > e_Zthh = U,. Estes fatos

indicam que a restri¢do de participacdo é sempre atendida. Ademais, como ¢>b e g>f,

logo, o par (¥, W) é fortemente colaborativamente dominante em W(I").

Caso 8: Neste caso, a ordenacdo geral dos payoffs é a>c>d>b e h>g>e=f. Assim,

existem dois equilibrios puros (X, W), (¥, Z) e um equilibrio misto E=(M, N), com M=(

1,0)eN =(q*,1—q"%),com q* > . Logo, a restricdo de participagdo é sempre

a-b—-c+d

atendida para o jogador 2, pois U;=e<g. Para o jogador 1 temos que a restricio de

L PR -b ~ -
participac@o serd satisfeita se ¢ > aq* +b(1 —q*) & q* < ZTb‘ Entdo, a restri¢cdo de

. . ~ , , . . . . c
participacdo sO serd atendida para os equilibrios mistos em que: = 1-q" <

Q

ﬁ. Entdo, note que se a restri¢do de participacdo € satisfeita de modo estrito, logo,

c>d, implicando que o par (Y, W) é fortemente colaborativamente dominante em W(I").
Por outro lado, se a restricdo de participacdo for atendida na igualdade, nos apenas
podemos garantir que c>d, indicando que o par (Y, W) fracamente colaborativamente

dominante em Y(I).

Caso 9: H4 apenas um equilibrio puro (¥, Z), e a restri¢do de participag¢@o ndo € atendida

uma vez que h > g.
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APENDICE 2

Instrucoes:

Bom dia e obrigado por participar do nosso experimento! Por favor, leia atenciosamente
todas as instrugdes deste questiondrio. Também solicitamos que todos os participantes
permanecam em siléncio durante todo o experimento € ndo se comuniquem com outros
participantes durante a realizagdo do mesmo. Caso vocé tenha alguma divida, basta
chamar algum dos pesquisadores.

Durante o experimento vocé se deparard com alguns jogos em que terd de escolher entre
duas opg¢des. Em cada jogo vocé serd o jogador I e jogard com um jogador 2, que
também terd duas opg¢des de jogada. O resultado final do jogo dependera tanto da sua
escolha quanto da escolha do jogador 2. Vocé€s deverdo realizar suas escolhas
simultaneamente, ou seja, sem saber qual foi a jogada do outro. O jogo € representado
como segue:

Jogador 2
W Z
Jogador 1 X[ (3.0 0 1)
Y 1(2,3)](1,2)

Os valores na tabela sdo interpretados do seguinte modo: caso vocé jogue X e o jogador
2 jogue W, vocé ganhard $3 e o jogador 2 ganhard nada ($0); se vocé jogar X e ele jogar
Z, entdo vocé ganhard nada ($0) e ele obterd $1; se vocé escolher Y e ele escolher W,
vocé obtera $2 e ele $3; por fim, se vocé jogar Y e ele jogar Z, vocé ganhard $1 e ele $2.
Assim, em cada célula, o primeiro valor indica quanto vocé (o jogador 1) ganharia dado
uma determinada combinag¢@o de jogadas e o segundo valor indica quanto ele (o jogador
2) ganharia.

No experimento, aproximadamente 50% dos participantes serdo classificados como
jogador 1 e 50% como jogador 2. Pela participagdo, voc€ poderd ser remunerado da
seguinte forma: aquele individuo que obtiver a maior pontuagio esperada na soma de
todos os jogos ganhard um prémio de R$ 250,00. Para determinar a pontuaco esperada,
o desempenho dos participantes classificados como jogador [ serd medido
considerando a soma de sua pontuag@o contra as escolhas de todos os participantes que
sdo classificados como jogador 2. Em caso de empate o prémio serd repartido
igualmente entre os ganhadores.

Caso ndo tenha dividas prossiga com o experimento.
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Parte I: Lembre, vocé € o jogador 1. No jogo abaixo, indique:

i.  Quantas vezes vocé escolheria X se tivesse que jogar este jogo 15 vezes?
ii.  Nos 15 jogos, quantas vezes vocé acredita que W serd escolhida?

Jogador 2
w Z
(10, 10) | (90, 50)
(50, 90) | (70, 70)

Jogador 1

~ |

Parte II: No jogo abaixo indique:

i.  Quantas vezes vocé escolheria X se tivesse que jogar este jogo 15 vezes?
ii.  Nos 15 jogos, quantas vezes vocé acredita que W serd escolhida?

Jogador 2

w Z
X | (90, 90) | (10, 70)
Y | (70, 10) | (50, 50)

Jogador 1

Parte III: Vocé continua sendo o jogador 1. Agora, vocé deverd escolher entre dois
jogos aquele que vocé prefere jogar (o jogo da esquerda ou o jogo da direita) marcando
um X sobre o jogo. O jogador 2 ndo sabe que voce teve a opcdo de escolher entre os
dois jogos e tomara o jogo escolhido por vocé como dado. Apés escolher o jogo, repita
o processo da Parte I e II para o jogo escolhido.

i.  Quantas vezes vocé escolheria X se tivesse que jogar este jogo 15 vezes?
ii.  Nos 15 jogos, quantas vezes vocé acredita que W serd escolhida?

( ) ( )
Jogador 2 Jogador 2
W z W z
Jogador I 767101 T(90. 50) Jogador I 16 710,170, 50)
Y | (50, 90) | (70, 70) Y | (50, 70) | (70, 70)

i.  Quantas vezes vocé escolheria X se tivesse que jogar este jogo 15 vezes?
ii.  Nos 15 jogos, quantas vezes vocé acredita que W serd escolhida?

( ) ( )
Jogador 2 Jogador 2
W Z W Z
Jogador I =76 70) 1 (90, 50) Jogador I 1= 16 707 [ (80, 50)
Y | (50, 90) | (70, 70) Y | (50, 80) | (70, 70)
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i.  Quantas vezes voce escolheria X se tivesse que jogar este jogo 15 vezes?
ii.  Nos 15 jogos, quantas vezes vocé acredita que W serd escolhida?

( ) ( )
Jogador 2 Jogador 2
w Y4 w Y4
Jogador I' 6690 1 (10, 70) Jogador I 1= 0080y [ (10, 70)
Y | (70, 10) | (50, 50) Y | (70, 10) | (50, 50)
Dados pessoais:
1- Sexo: D Feminino D Masculino
2- Ano em que nasceu:
3- Religido:
Catolico Evangélico (especificar: )
Espirita Outras religides (especificar: )
Ateu/Agnéstico
4- Renda familiar:
Até 4 Saldrios minimos Entre 4 e 10 Saldrios minimos
Entre 10 e 20 Salarios minimos Mais de 20 Saldrios minimos
5- Grau de Instrucao:
Superior Incompleto Superior Completo
Especializacao Incompleta Especializagao Completa
Mestrado Incompleto Mestrado Completo
Doutorado Incompleto Doutorado Completo

6- Conhecimento sobre Teoria dos Jogos (marque a alternativa que mais se assemelha
ao seu conhecimento)

Ja fez um curso Ja teve algumas aulas
Ja leu a respeito N3ao tem conhecimento
Nome:
E-mail:
Curso: Turno: Periodo:
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Instrucoes:

Bom dia e obrigado por participar do nosso experimento! Por favor, leia atenciosamente
todas as instrugdes deste questiondrio. Também solicitamos que todos os participantes
permanecam em siléncio durante todo o experimento € ndo se comuniquem com outros
participantes durante a realizagdo do mesmo. Caso vocé tenha alguma divida, basta
chamar algum dos pesquisadores.

Durante o experimento vocé se deparard com alguns jogos em que terd de escolher entre
duas opg¢des. Em cada jogo vocé serd o jogador 2 e jogard com um jogador 1, que
também terd duas opg¢des de jogada. O resultado final do jogo dependera tanto da sua
escolha quanto da escolha do jogador 1. Voc€s deverdo realizar suas escolhas
simultaneamente, ou seja, sem saber qual foi a jogada do outro. O jogo € representado
como segue:

Jogador 2
w Z
Jogador 1 X130101)
Y 1(2,3)((1,2)

Os valores na tabela s@o interpretados do seguinte modo: caso o jogador 1 jogue X e
vocé jogue W, ele ganhara $3 e vocé ganhard nada ($0); se ele jogar X e vocé jogar Z,
entdo ele ganhard nada ($0) e vocé obterd $1; se ele escolher Y e vocé escolher W, ele
obterd $2 e vocé $3; por fim, se ele jogar Y e vocé jogar Z, ele ganhard $1 e vocé $2.
Assim, em cada célula, o primeiro valor indica quanto ele (o jogador I) ganharia dado
uma determinada combinagdo de jogadas e o segundo valor indica quanto vocé (o
Jjogador 2) ganharia.

No experimento, aproximadamente 50% dos participantes serdo classificados como
jogador 1 e 50% como jogador 2. Pela participacdo no experimento, vocé podera ser
remunerado da seguinte forma: aquele individuo que obtiver a maior pontuacio
esperada na soma de todos os jogos ganhara um prémio de R$ 250,00. Para determinar a
pontuacdo esperada, o desempenho dos participantes classificados como jogador 2 serd
medido considerando a soma de sua pontuacdo contra as escolhas de todos os
participantes que sdo classificados como jogador 1. Em caso de empate o prémio serd
repartido igualmente entre os ganhadores.

Caso ndo tenha dividas prossiga com o experimento.

Parte I: Lembre, vocé € o jogador 2. No jogo abaixo, indique:

iii.  Quantas vezes vocé escolheria W se tivesse que jogar este jogo 15 vezes? _
iv.  Nos 15 jogos, quantas vezes vocé acredita que X serd escolhida?

Jogador 2
w Y4
(10, 10) | (90, 50)
(50, 90) | (70, 70)

Jogador 1

~ [
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Parte II: No jogo abaixo indique:

i.  Quantas vezes vocé escolheria W se tivesse que jogar este jogo 15 vezes? _
ii.  Nos 15 jogos, quantas vezes voce acredita que X serd escolhida?

Jogador 2

w Z
X 1(90,90) | (10, 70)
Y | (70, 10) | (50, 50)

Jogador 1

Parte III: Vocé continua sendo o jogador 2. Agora, vocé deverd escolher entre dois
jogos aquele que vocé prefere jogar (o jogo da esquerda ou o jogo da direita) marcando
um X sobre o jogo. O jogador I ndo sabe que voce teve a opcdo de escolher entre os
dois jogos e tomara o jogo escolhido por vocé como dado. Apés escolher o jogo, repita
o processo da Parte I e II para o jogo escolhido.

i.  Quantas vezes vocé escolheria W se tivesse que jogar este jogo 15 vezes? _
ii.  Nos 15 jogos, quantas vezes voce acredita que X serd escolhida?

( ) ( )
Jogador 2 Jogador 2
w Z w Z

Jogador 1 Jogador 1

X | (10, 10) | (90, 50)
Y

X | (10, 10) | (70, 50)
(50, 90) | (70, 70) Y

(50, 70) | (70, 70)

i.  Quantas vezes vocé€ escolheria W se tivesse que jogar este jogo 15 vezes? _
ii.  Nos 15 jogos, quantas vezes voce acredita que X serd escolhida?

( ) ( )
Jogador 2 Jogador 2
W Z W Z
Jogador I' =176 7701 1 (90, 50) Jogador I =710 710) 1 (80, 50)
Y | (50, 90) | (70, 70) Y | (50, 80) | (70, 70)

i.  Quantas vezes vocé escolheria W se tivesse que jogar este jogo 15 vezes? _
ii.  Nos 15 jogos, quantas vezes voce acredita que X serd escolhida?

( ) ( )
Jogador 2 Jogador 2
W Z W Z
Jogador I 66501 1 (10, 70) Jogador I 1= 080y [ (10, 70)
Y | (70, 10) | (50, 50) Y | (70, 10) | (50, 50)
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