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Resumo

Este trabalho apresenta uma nova técnica de inspecao visual automética para de-
tecgao, em tempo real, de deformagoes em bordas (LEDges), uma aplicacdo e duas imple-
mentagoes desta técnica: uma baseada em microcontrolador e outra, em FPGA. A prin-
cipal inovagao da LEDges ¢ um novo modelo de iluminacao estruturada que torna mais
facil a segmentacao pela limiarizacao da imagem do objeto sob inspecao. Esta técnica,
além de reduzir significantemente o esforco computacional para executar a segmentacao,
representacao e descricao da imagem, também reduz o uso de recursos computacionais,
tais como processador e meméria. Adicionalmente, a LEDges pode ser implementado em
diversas arquiteturas. Esta flexibilidade permite a construcao de sistemas de inspecao vi-
sual automaticos satisfazendo a demanda crescente por desempenho, com menor tempo de
resposta e menor uso de recursos computacionais quando comparados a outras solugoes
de mesma complexidade computacional. A LEDges foi implementada e aplicada a um
problema industrial real onde defeitos foram detectados com sucesso em bordas de tubos
de creme dental.



Abstract

This work presents a new automatic visual inspection technique for real time flaw
detection on edges (LEDges), an application and two implementations of this technique:
one based on a microcontroller and another, on a FPGA. The main innovation of the
LEDges is a new structured illumination model, which makes easier the segmentation
by binarization of the object under inspection image. This, on one hand, significantly
reduces the computational effort to perform the image segmentation, representation and
description. On the other hand reduces the use of costly architectural resources such as
processor and memory. Furthermore the LEDges can be implemented in different archi-
tectures. This flexibility allows the implementation of automatic visual inspection systems
satisfying the increasing demand for performance with lower response time and lower use
of computational resources when compared to the other solutions with same computa-
tional complexity. The solution was implemented and applied to a real industrial problem
where defects were successfully detected in the edges of toothpaste tubes.
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1 Introducao

Apesar da maturidade dos processos industriais, falhas podem ocorrer e gerar defeitos
nos produtos resultantes da producao industrial. Como exemplo, observamos a producao
em série de partes mecanicas, popularizada apds a segunda fase da revolucao industrial,
no inicio do século XIX. Neste caso é comum que os erros no processo produtivo impactem
nas dimensoes do objeto em processamento e precisem ser identificados antes da entrega
deste produto para ser utilizado, seja como parte integrante de um sistema maior ou seja

este ja o produto final.

Como exemplo sera apresentado um caso industrial real, observado na filial de uma
empresa multinacional instalada no municipio do Cabo de Santo Agostinho, Pernambuco.
O transporte inapropriado de tubos vazios de creme dental pode gerar leves amassamentos
nestes tubos. E; se a irregularidade nao for detectada a tempo, a injecao do creme dental
no tubo amassado falhard e o creme transbordara, gerando parada imediata de todo
o processo produtivo. Neste caso, a parada dura aproximadamente dez minutos para
manutencao da injetora e esta falha ocorre com uma freqiiéncia aproximada de duas vezes

por dia.

Tradicionalmente, a inspecao visual é realizada por pessoas, geralmente especialis-
tas (2). Apesar de pessoas terem a capacidade de realizar a maior parte destes trabalhos
melhor que as maquinas, os humanos sao mais lentos e a baixa frequéncia das falhas torna
a inspegao uma tarefa enfadonha. Como conseqiiéncia, pode ser necessaria a mobilizagao
de um grande niimero de recursos humanos para executar a inspegao. Além disto, pro-
fissionais especialistas sao dificeis de encontrar no mercado e, quando contratados, de se
manter na industria. Adicionalmente, para formar bons profissionais é necessario forne-
cer treinamentos e as suas habilidades sao desenvolvidas lentamente ao longo do tempo.
Associado a estas dificuldades, existem casos onde a inspecao é tediosa ou dificil, mesmo
para os melhores profissionais. Em algumas aplicacoes as informagoes devem ser rapida-
mente ou repetitivamente extraidas do cendrio. Por exemplo, a inspecao de parafusos em

trilhos de trem, com este em movimento a 200 km/h (3), e a deteccao de irregularidades
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em bocas de garrafas em uma linha de produgdo de 30.000 garrafas por hora (4) sao
tarefas impossiveis para um humano. Por fim, hé ainda os casos onde a inspecao humana
pode ser uma atividade perigosa ou o local do objeto a ser inspecionado pode ser de
dificil acesso; por exemplo, em reatores nucleares, na industria quimica e farmoquimica,
em fornos industriais, no fundo do oceano, etc. Nestes casos, proibitivos para a inspecao

humana, maquinas podem ser utilizadas para realizar as inspecoes visuais necessarias.

A TInspegao Visual Automdtica (IVA) é uma das principais aplicagoes de visdo de
maquina . Além de possibilitar inspecoes complexas, em ambientes perigosos ou de dificil
acesso, a inspecao visual automatica também pode melhorar a produtividade e a quali-
dade nas linhas de produgao industriais (6). Por exemplo, o sistema de IVA implementado
por Fernandez et al.(7) analisa a classificacdo de gomos de laranjas. Foram definidos dois
tipos de erros de classificacao: o tipo I, gomos bons classificados como ruins, e o tipo
IT, gomos ruins classificados como bons. Nao houve beneficios significativos na precisao
da classificagao relacionada aos erros tipo I. Para estes erros, a inspe¢ao humana falha
em 18% das amostras enquanto a inspecao automatica falha em 14,6% das amostras
(redugao dos erros em 19%). O ganho significativo na precisao foi obtido em relagao aos
erros tipo II. Neste caso, a inspecao humana falha em 30% das amostras enquanto a
inspecao automaética falha em 10,4% destas (redugao dos erros em 65%). Além da pre-
cisao, a velocidade da inspegao também houve ganhos significativos. O sistema automatico
foi implementado em duas arquiteturas: uma utiliza como unidade de processamento um
Pentium III e, a segunda, utiliza um FPGA. A inspe¢do humana necessita de 600 ms/-
gomo enquanto a inspec¢ao automatica precisa de apenas 64 ms/gomo ou 22 ms/gomo se
utilizada a arquitetura com o Pentium IIT ou com o FPGA respectivamente. Neste caso,

observa-se que as inspecoes com FPGA sao 27 vezes mais rapidas que a inspe¢ao humana.

Em particular, dentre os diferentes tipos de IVA, um de grande importancia e cons-
tantemente demandado pela industria, é o tipo dimensional (6). Por exemplo, o sistema
de TVA implementado por Duan et al.(4) identifica o diametro e centro das garrafas pro-
duzidas. Outros exemplos s@o a anélise da qualidade da soldagem em PCB (8), a medigao
de dimensoes de cones de auto-falantes (9) e identificagao de irregularidades nas bordas
de tubos. Este tultimo serd implementado neste trabalho de mestrado. Como pode ser
observado, existe uma ampla gama de aplicacoes para a IVA, sendo que cada aplicagao
apresenta diferentes requisitos, principalmente de desempenho, taxa de acertos da clas-
sificagao para os objetos inspecionados, portabilidade, eficiéncia energética e custo da

solucao.

1. Ramo da engenharia que usa visdo computacional no contexto da manufatura. (5)
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Apesar da relevancia da IVA para a automacao industrial, ainda existem alguns desa-
fios que precisam ser resolvidos. Sistemas de IVA sao, geralmente, baseados em solucoes
complexas, como por exemplo, redes neurais (4, 8) e transformadas de Hough (10, 11).
Estas solugoes requerem uma ampla capacidade de processamento e de armazenamento,

sendo implementadas, normalmente, em computadores industriais (4, 8, 9).

Outro aspecto importante que influencia significantemente na complexidade do sis-
tema, sobretudo no algoritmo necessario para realizar o processamento da imagem, sao
as técnicas de aquisicao da imagem, incluindo o tipo de iluminacao utilizado. Geralmente
sao utilizados iluminacao com laser (9, 10), projetores de padrdes (12, 13) e multiplexagao
na iluminagao difusa (8, 14). Esta complexidade impacta, principalmente, no custo e no
desempenho das solucoes existentes no mercado, tornando estas proibitivas para certas
aplicagoes onde é necessario obter elevadas taxas de inspecao ou reduzir custos do equi-

pamento de inspecao.

Neste trabalho é descrita uma nova técnica para inspecao visual automatica dimensi-

onal para aplica¢oes de tempo real, LEDges. As contribuicoes desta técnica sao:

1. Uso de uma nova estratégia para iluminagao, baseada em LEDs de alta poténcia,

que torna mais facil a identificacao das bordas de interesse;

2. Algoritmo muito simples e eficiente para realizar a segmentacao, representacao e

descricao da imagem;
3. Uso reduzido de memoéria para realizar todo o processamento da imagem;

4. Eliminacao da necessidade de capturar o quadro inteiro antes de realizar a inspecao

nas bordas de interesse.

Também sao avaliadas neste trabalho duas possibilidades de arquitetura para imple-
mentar a LEDges em sistema embarcado de baixa capacidade computacional, particu-
larmente em termos de memoria e processador. Estas possibilidades foram pesquisadas e
pensadas a fim de resolver um problema industrial real de IVA onde é necessario detectar

amassamentos em bordas de tubos de creme dental, em linha de producao industrial.

Pelas pesquisas realizadas, nao existe uma solucao de IVA disponivel no mercado que
atenda a todos estes requisitos. Com o objetivo de preencher esta lacuna tecnoldgica e
validar a técnica proposta, apds andlise das possiveis arquiteturas, a LEDges foi imple-

mentada em duas configuracoes, baseadas em:

1. Microcontrolador e camera analdgica;
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2. FPGA e camera digital.

Foram medidos alguns parametros e comparados com outros trabalhos relacionados
que utilizam diferentes técnicas e infra-estruturas em relagao aquelas desenvolvidas neste
trabalho. Estas comparacoes nao sao triviais uma vez que cada trabalho tem seus re-
quisitos especificos. Porém, pode-se observar que, de um modo geral, as implementagoes
realizadas neste trabalho obtiveram melhores taxas de inspecao em relagao as obtidas

pelos outros trabalhos relacionados com infra-estrutura semelhante.

Esta dissertacao esta estruturada conforme descrito a seguir: No capitulo 2 é con-
textualizada a IVA dimensional. Os trabalhos relacionados sao analisados no capitulo 3.
A técnica proposta, LEDges, é apresentada no capitulo 4. Uma avaliacao das possiveis
arquiteturas para implementacao da técnica proposta pode ser vista no capitulo 5. Nos
capitulos 6 e 7 sao apresentadas duas implementacoes da técnica: a primeira baseada em
microcontrolador e camera analdgica e, a segunda, baseada em FPGA e camera digital.

Por fim, os resultados sao apresentados no capitulo 8 e as conclusoes no capitulo 9.
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2 A Inspecao Visual Automadtica

Neste capitulo serao abordados os tipos de inspe¢ao visual automatica e os requisitos
para implementacao de um sistema de IVA. Além disto, serdo apresentadas as etapas
do processamento da imagem em um sistema de IVA tipico, além da arquitetura basica
utilizada em sistemas deste tipo. Este capitulo se encerra com alguns exemplos de IVA

dimensional.

2.1 Classificacao das IVAs

Em sistemas de visao industrial, é possivel classificar as inspegoes em quatro tipos
bésicos: superficial, estrutural, operacional e dimensional (6). Na inspegao da qualidade
superficial sao analisados texturas, arranhodes, rachaduras, grau de rugosidade, continui-
dade, etc. Um exemplo tipico de aplicagao é a andlise da qualidade de carne de aves
baseada na cor da amostra (15). O segundo tipo, a inspegao da qualidade estrutural, ana-
lisa a montagem de partes mecanicas em um produto maior, verificando o posicionamento
de furos, cortes, rebites, parafusos e a presenca de objetos estranhos. Por exemplo, na
verificagao da montagem de portas e janelas em automdveis na linha de produgao (16).
O terceiro tipo de inspecao, a de qualidade operacional, analisa a incompatibilidade das
operacoes aos padroes e especificagoes técnicas. Um exemplo desta inspecao ¢ a verificacao
do processo de soldagem a laser (17). Por fim, a inspegao da qualidade dimensional esta
relacionada com a inspecao de dimensoes, formas, posicao, orientacao, alinhamento. Este

tipo de inspecao é o objeto principal desta dissertacao.

Checar se as dimensoes de um objeto estao dentro das tolerancias especificadas ou
se os objetos tem a forma correta, sdo tarefas comuns nas industrias (6). Tais tarefas
envolvem a inspecao de caracteristicas geométricas do objeto, em duas ou trés dimensoes,
e sao denominados inspec¢ao da qualidade dimensional, ou, simplesmente, inspecao dimen-
sional. Vérias industrias estao envolvidas no desenvolvimento de sistemas de visao para

automatizar a medi¢ao da qualidade dimensional. As tarefas variam desde verificar o nivel
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de um liquido na garrafa em industrias de embalagens, até verificar e transmitir pela in-
ternet em tempo real a concentricidade e o diametro de bombas de airbags em carros. Um
exemplo de IVA dimensional em tempo real pode ser visto em (18). Nesta aplica¢do sao
comparados produtos impressos em alta resolucao, com alto grau de similaridade, onde
a deteccao de diferencas minimas torna este trabalho bastante dificil para os humanos,

principalmente quando este deve ser realizado em tempo real.

2.2 Requisitos para sistemas de inspecao visual
automatica

Existe uma ampla gama de aplicagoes para a IVA. Para cada dominio de aplicagoes
existem diferentes requisitos, tais como a taxa de inspecao, a informacao relevante na cena
que deve ser analisada, a precisao, a portabilidade, o consumo energético, os recursos
computacionais necessarios, o tipo do sinal de saida do sistema, etc. As diferencas nos
requisitos existem uma vez que caracteristicas do ambiente e da resposta esperada pelo
sistema também sao diferentes, tais como a iluminacao local, objeto a ser inspecionado,
velocidade da produgao, caracteristicas que precisam se analisadas no objeto (tipo de
inspecdo), infra-estrutura pré-existente para realizar a interface com o usudrio (ex.: redes
e controladores industriais), a acdo desejada como resposta, etc. Por exemplo, em algumas
aplicagoes, o sistema deve ser capaz de diferenciar objetos com variagoes aceitaveis nas
medidas dimensionais daqueles com variagoes inaceitaveis, enquanto em outras aplicagoes,
o sistema deve ser capaz de identificar problemas de alinhamento em montagem de partes
mecanicas. Logo, nao existem sistemas de visao industrial capazes de abranger todas as

tarefas, em todos os campos de aplicacgao.

O primeiro problema a resolver para automatizar as tarefas de inspecao visual é iden-
tificar que tipo de informacoes a maquina busca e como traduzir estas informagoes em
medicoes ou caracteristicas extraidas das imagens. Por exemplo, é importante especificar
o que “defeito” significa em termos de medicgoes e regras. Somente entao é possivel imple-
mentar estas atividades em software ou hardware (6). Sao comuns nas industrias aplicagoes

que visam simplesmente classificar o objeto sob inspecao entre “bom” e “ruim” ®.

Para que o sistema seja confidavel, este deve reduzir o maximo possivel os “escape

rates”, que sao os casos inaceitaveis detectados como aceitaveis, e os “false alarms”, que

1. Na IVA dimensional, objeto “bom” é aquele que tem valores de seus parametros dimensionais de

acordo com os padroes estabelecidos pela indtstria. Analogamente, objeto “ruim” é aquele que tem seus
parametros desconformes com os padroes estabelecidos.
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30 0s casos aceitdveis detectados como inaceitdveis. E responsabilidade das unidades de
processamento manter o sistema confiavel, sendo que a eficiéncia da classificagao depende
também da qualidade da imagem adquirida. Além de confidvel, o sistema de visao in-
dustrial também deve ser robusto. Isto é, deve ser capaz de se adaptar a variagoes na
iluminacao, a marcas no objeto e realizar a inspe¢ao mesmo com o objeto em posig¢oes
incertas, sem perder a precisao e o desempenho. Além disto, o sistema de IVA deve ser
capaz de identificar o objeto sob inspecao, mesmo que o plano de fundo seja composto
por outros objetos com diversas formas, texturas e iluminacao. Altos niveis de robustez
sao muito dificeis de obter ou, pelo menos, requerem um uso muito intenso de recursos
computacionais. Logo, é desejavel que o processo industrial possua o minimo de incertezas

nos parametros relacionados com o ambiente da inspecao.

Um sistema de visao industrial deve ser répido e eficiente no custo (6) e, inclusive,
possibilitar rapidas taxas de inspecao mesmo sem uso de cameras de alta velocidade.
Finalmente, um sistema de IVA deve permitir a sua instalacdo em espaco fisico restrito.
Nem sempre é possivel realizar a montagem da nova solugao de IVA na infra-estrutura de

produgao pré-existente.

Desta forma, existe uma demanda crescente por sistemas de IVA embarcados visando
atender as aplicagoes que necessitam melhores indices de desempenho e otimizar o uso de

recursos computacionais, como observado em (3, 7, 19).

2.3 Etapas de processamento da imagem em um
sistema de IVA tipico

A Fig. 1 mostra as etapas do processamento de imagens em um sistema de IVA tipico.
Estas etapas podem ser divididas em trés niveis distintos de processamento. O primeiro
nivel, processamento de baixo nivel, trata da aquisicao da imagem e o melhoramento
da qualidade desta. O nivel intermediario resulta na descricao da imagem em um con-
junto numérico digital capaz de ser processado por um sistema computacional. Por fim, o
processamento de alto nivel é responsavel pelo reconhecimento da imagem e, finalmente,
sua interpretacao indicando se o objeto sob inspecao esta, ou nao, dentro dos padroes

aceitaveis pela industria.

A “base de conhecimento” contém uma base de dados e conhecimentos acumulados
sobre a inspecao, pelo homem ou pela maquina. A interacao com a base de conhecimento

em todas as etapas ¢ essencial para tornar mais precisas as tomadas de decisao, e deve
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ser vista como parte integrante do processamento da imagem (20).

Parte dos conhecimentos acumulados podem ser experiéncias da equipe em relagao
a uma inspecao manual que serd automatizada, onde ja sao conhecidos os resultados
relacionados aos problemas e suas solugoes. Por exemplo, na selecao manual de uma
regiao da imagem aonde esta o objeto que serd inspecionado. Outro exemplo de banco
de conhecimento é um banco de dados contendo todas as especificacoes de uma industria
para a fabricacao de um produto. Estes dados serao consultados pelo computador e, se os
parametros adquiridos durante a IVA nao estiverem de acordo com os valores registrados

no banco de dados, o objeto sob inspecao sera classificado como “ruim”.

Resultados
. ™~
Aerpretah
S o
Q . = e
e Reconhecimento < g
O oo o S
g Descrics 2 <
5 escricao 5 o
o} N
< o] ]
o < T 8
S Representacao g g
g 2 g
o Segmentacao k=
L - - . [¢b]
= o O
A | Pré-processamento 2 A
T
C e e}
Aquisic¢ao
N—— I

Dominio do problema

Figura 1: Etapas de processamento de um sistema de IVA tipico.

2.3.1 Processamento de baixo nivel

O primeiro nivel de processamento, o “baixo nivel”, é dividido em duas etapas: (i)

aquisi¢ao da imagem e (ii) pré-processamento.
Aquisicao da imagem

A etapa de aquisicao da imagem consiste em capturar e transferir a imagem de uma
camera, scanner ou arquivo salvo em uma unidade de armazenamento para a unidade de
processamento. No caso da IVA em tempo real, os dispositivos de captura da imagem sao
uma ou mais cameras, sendo que algumas destas cameras podem ser configuradas para

capturar apenas a regiao de interesse e para ajustar o tempo de exposicao.

E possivel aumentar a velocidade da inspecao a partir da escolha da regiao de interesse,
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quando areas periféricas da imagem, sem informacgoes relevantes para a inspegao, sao
excluidas. Isto se dd4 uma vez que o algoritmo de processamento podera ser executado em
um menor nimero de pixels. Além disto, é possivel melhorar a taxa de acertos da inspecao
se uma area de dificil segmentacao puder ser excluida nesta etapa do processamento. A

segmentacao da imagem sera tratada na secao 2.3.2.

Quanto ao tempo de exposicao, este é fundamental na determinacao do tempo total
da IVA. Quanto mais réapida for a exposi¢do, mais rapida sera a aquisicao da imagem,
porém, menos luz sera captada pelo sensor. Logo, para aumentar a velocidade da aquisi¢cao
através da reducao do tempo de exposicao, é necessario iluminar vigorosamente o objeto
sob inspecao. Adicionalmente, se a iluminagao for estruturada de modo a iluminar somente
a regiao relevante do objeto sob inspecao, é possivel ainda que a reducao no tempo de
exposicao reduza o esforco computacional para realizar a segmentacao da imagem uma
vez que as informagoes irrelevantes do objeto e do plano de fundo nao serao captadas pelo

Sensor.
Pré-processamento

A segunda etapa do processamento de baixo nivel é o pré-processamento da imagem.
Esta etapa visa melhorar a qualidade da imagem através da redugao de ruidos e distorgoes,
além do ajuste de brilho e contraste. Com isto é possivel reduzir os esforcos computacionais
para extrair as caracteristicas relevantes da imagem para a IVA. Por exemplo, o pré-
processamento pode ser realizado através de um filtro mediano para reduzir os ruidos
impulsivos, implementado em FPGA (21). As tarefas do pré-processamento podem ser
realizadas na propria camera, em um hardware especifico para processamento de imagens,
ou no sistema computacional principal. O hardware no qual serd implementado o pré-

processamento depende dos requisitos de desempenho do sistema.

Quando nao é exigido um elevado desempenho, o pré-processamento podera ser rea-
lizado somente no sistema computacional principal, que é para uso geral, como realizado
na inspecao de garrafas apresentado em (4). Porém, quando é exigido um elevado desem-
penho, sobretudo em aplicagoes em tempo real, o pré-processamento deve ser realizado na
camera, para ajuste de brilho e contraste ou em um hardware especifico, para a redugao de
ruidos e distorgoes. Um exemplo desta arquitetura esta no sistema de IVA implementado

por Fernandez et al.(7) que analisa a classificagdo de gomos de laranjas.
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2.3.2 Processamento de nivel intermediario

O nivel intermediério de processamento é composto pelas etapas de: (i) segmentagao,

(ii) representagao e (iii) descrigao da imagem.
Segmentacgao

A segmentacao, que identifica as regioes de interesse, pode ser uma das atividades
mais complexas do processamento da imagem. Por um lado, um procedimento de seg-
mentacao robusto favorece substancialmente a solugao bem sucedida de um problema de
processamento de imagens. Por outro lado, algoritmos de segmentacao inadequados quase

sempre geram falha no processamento.

Tipicamente o algoritmo de segmentagao visa localizar regioes e formas especificas
nas imagens. O resultado é um conjunto de regides ou um conjunto de contornos (bordas)
extraidos da imagem. Por exemplo, no caso de reconhecimento de caracteres, o papel
basico da segmentacao é extrair caracteres individuais e palavras do fundo da imagem. A
segmentacao pode ser baseada em formatos, tal como na deteccao de descontinuidades,
pontos, linhas e bordas, ou pode ser baseada nas caracteristicas dos pixels, tal como cores

e intensidades.

Vérios algoritmos e técnicas especificas de segmentacao foram desenvolvidos, nao ha-
vendo, porém, uma solugao geral para o problema de segmentacao de imagens. Muitas
vezes para a resolucao de um problema de segmentacao de imagem é necessario a com-

binacao de técnicas visando sua adaptagao ao dominio do problema.
Representacao

Em seguida, a imagem é representada em termos de suas caracteristicas internas (pi-
xels que compdem a regiao) ou externas (bordas). De um modo geral, a representacao
pela borda é adequada quando o interesse se concentra nas caracteristicas da forma ex-
terna, tais como cantos ou pontos de inflexdao. A representacao por regiao é adequada
quando o interesse se concentra em propriedades internas, tais como textura ou a forma
do esqueleto. Por exemplo, a representacao baseadas nos pixels que compoe a regiao pode
ser observada em (22), inclusive a utilizagdo de um limiar para “binarizacao” da imagem

pode ser observada em (10, 23). A representagao pelas bordas é mostrado em (4, 8).
Descrigao

A proxima etapa consiste em descrever a regiao de interesse com base na representagao

escolhida. Por exemplo, a regiao pode ser representada por suas bordas e descrita pelo
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tamanho ou numero de concavidades nesta borda. Assim como nas etapas anteriores, o

principal objetivo é fazer com que as caracteristicas de interesse sejam enfatizadas.

Um exemplo de descrigdo é o conjunto de assinaturas gerado em (9), inspecao de
cones de alto-falantes, quando a altura do cone é descrita por um conjunto de medidas de

distancia entre a base da mesa e o topo do cone.

O processamento de nivel intermedidario é realizado no sistema computacional prin-
cipal, de uso geral, ou, quando necessario um desempenho superior, em um hardware
especifico. No caso de utilizar um hardware especifico, é importante pesquisar os modelos
que disponibilizam um pacote de software integrado ao hardware. Por exemplo, o Sher-
lock, da Teledyne Dalsa?, é um pacote software baseado em Windows que se integra a
plataforma MVTools. Estas ferramentas possuem 204 funcgoes de visao computacional.
Alguns algoritmos disponiveis sao de geracao de padrao, convolugao, deteccao de bordas,

transformada de Fourier, transformacoes geométricas, entre outras.

2.3.3 Processamento de alto nivel

O processamento de alto nivel é composto pelo reconhecimento e interpretacao da

imagem.
Reconhecimento

O reconhecimento de padroes é a primeira etapa do processamento em alto nivel. O
reconhecimento consiste basicamente na classificacao da descri¢ao do objeto. Por exemplo,
na leitura automéatica de um texto impresso, os padroes de interesse sao os caracteres
alfanuméricos. A meta é atingir uma dada precisao de reconhecimento de caracteres que
sejam a mais proxima possivel a excelente capacidade exibida por seres humanos na

realizacao de tais tarefas.
Interpretacao

A 1ltima etapa da IVA é a interpretacao da imagem, que consiste em atribuir um

significado aos diversos elementos reconhecidos na imagem.

Ao final do processamento de alto nivel o sistema sera capaz de tomar decisoes, como
controlar um processo produtivo (por exemplo, guiando um brago robédtico), propagar
caracteristicas para outras etapas do processo (por exemplo, separagao de tipos diferentes

de pecas) e detectar defeitos ou falhas (por exemplo, descartando pegas quebradas).

2. http://www.teledynedalsa.com/
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Em geral, os algoritmos para reconhecimento e interpretacao da imagem sao execu-
tados nos sistemas computacionais principais, de uso geral. Porém, nos casos em que é
necessario maior desempenho, podem ser utilizados hardwares especificos que descrevem
a rede neural ou légica fuzzy, como o W.A.R.P., da SGS-Thomson 3. Este é projetado
para acelerar aplicacoes fuzzy. Para desenvolvimento de redes neurais, por exemplo, hé o
Trajan 6.0, da Trajan software?. Este software permite a construcao de redes hibridas,
perceptrons multicamadas, Kohonen, pseudo-Newton, entre outros. A saida deste software
gera como resultado um cddigo fonte em C ou um API de C/C++, Visual Basic, Excel,
ete. E importante sempre verificar se a plataforma de hardware que serda adquirida tem
pacotes de software que permitem uma descricao em alto nivel da rede neural ou logica

fuzzy para geracao de um céddigo otimizado.

2.4 Arquitetura tipica de um sistema de IVA

Esta secao apresenta uma visao geral da arquitetura tipica de um sistema de IVA.
A Fig. 2 mostra uma arquitetura tipica como parte integrante de um processo produtivo

industrial, composta por:

1. Sistema de iluminacao contendo um ou mais emissores de luz, naturais ou artificiais;

2. Conjunto 6ptico-eletronico para captura da imagem, composto por uma ou mais

cameras;
3. Hardware especifico para processamento de imagens;
4. Sistema computacional principal;

5. Sistema de controle do processo produtivo.

2.4.1 Iluminacao

O primeiro item da arquitetura, o sistema de iluminagao, mostrado na Fig. 2 (1),
tem como proposito destacar as informacoes de interesse no cenario ou minimizar o efeito
de outras fontes de luz sobre o objeto em inspecao. Nos dois casos o foco é melhorar a
qualidade da imagem capturada e, com isto, reduzir o esfor¢o computacional necessario
para extrair as caracteristicas relevantes da imagem associadas com as nao conformidades

em relacao as caracteristicas esperadas para o objeto. A iluminacao pode ser bastante

3. http://www.st.com
4. http://www.trajan-software.demon.co.uk
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Figura 2: Arquitetura tipica de um sistema de IVA.

simples, como a utilizada na inspecao de ferrovias (3). Neste caso a iluminacao foi pro-
jetada para reduzir os efeitos da variagao natural da luz nos trilhos dos trens. Para tal,
foram utilizadas seis lampadas halégenas de 100 W com refletor tipo “spot”, sem controle

de intensidade.

O sistema de iluminacao também pode ser bastante complexo, como na medicao de
formas tridimensionais, apresentado em (13). Neste caso a iluminagao é realizada através
de um projetor. Durante a medi¢cao do objeto 3D, um conjunto de padrdes de franjas
¢é projetado sobre a superficie do objeto de interesse e a caracteristica de profundidade
do objeto naturalmente ira distorcer estes padroes de franjas. Neste momento, o objeto
e os padroes de franjas distorcidos sao capturados pela camera sob forma de imagem
digital para ser processada e gerar um modelo 3D do objeto. Outro exemplo de uso de
projetores de padroes é o trabalho apresentado em (12). Este trabalho utiliza o mesmo
principio basico da triangulagao entre o projetor, o objeto sob inspecao e a camera, para
determinar o formato do objeto. O diferencial deste trabalho foi o aprimoramento para

aplicagao em clinicas, no armazenamento digital dos modelos ortodonticos.

A iluminagao também pode ser realizada utilizando laser. Em (9), inspegao de cones de

alto-falantes, o laser atua com um principio de triangulacao para determinar a distancia
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entre o objeto e a camera, semelhante aos sistemas que utilizam iluminacgao por projetores.
Ja em (10), inspegao de frutas em arvores, o modulo laser disponibiliza para a unidade de
processamento as informacoes de distancia entre o laser e o objeto, bem como a atenuacao

causada pela absorcao da luz na superficie do objeto.

O dltimo modelo que serd apresentado é a iluminagao multiplexada. Em (8), inspegao
de PCI, sao utilizadas trés lampadas circulares com LEDs, todas com diametros diferentes,
localizadas no topo do sistema e centralizadas com a PCI sob inspecao. Estas lampadas
sao multiplexadas no tempo, ou seja, acendem seqiiencialmente, uma por vez. Logo, é
necessario que a camera capture trés imagens, uma para cada lampada acesa, para que
o processador realize a inspegao das soldas. De acordo com a quantidade de luz refletida
na solda, nos trés angulos de incidéncia da luz, o processador sera capaz de decidir se a
solda esta dentro dos padroes, ou nao. A iluminacao também pode ser multiplexada no
comprimento de onda (cor da luz). Em (14) foram instalados trés emissores de luz em
angulos diferentes em relacao a superficie sob inspecao. Um vermelho, um verde e um
azul. A luz refletida na superficie pelos trés emissores é capturada por uma camera RGB.
Este tipo de camera tem trés canais de saidas independentes: um vermelho, um verde e
um azul. E mostrado no trabalho (14) que, a partir da andlise dessa imagem composta

RGB, é possivel determinar a textura da superficie sob inspecao.

2.4.2 Cameras

O segundo item da arquitetura basica ¢ o conjunto 6ptico-eletronico para captura da
imagem?®. A funcao das cameras ¢ implementar a primeira etapa do processamento da
imagem: a aquisi¢ao, conforme apresentado na secao 2.3.1. Este item da arquitetura é
composto, geralmente, por uma ou mais cameras em posicoes fixas, conforme apresentado

na Fig. 2 (2).

Em relacao ao tipo do sensor de luz utilizado na camera, existem dois tipos bésicos:
CCD e CMOS. Os sensores CCD (Charge-Coupled Devices) sao os mais utilizados em
aplicagoes de visao computacional. A camera CCD tem uma matriz de elementos sensiveis
a luz, chamados de pixels. Logo, todos os pixels da imagem sao capturados simultanea-
mente em valores continuos. A digitalizagao de todos os pixels da imagem é realizada em
uma etapa posterior. Esses sensores também tém a caracteristica de possuir uma relagao

linear entre a intensidade de luz da entrada e o sinal elétrico da saida. Esta caracteristica

5. A captura da imagem se refere ao processo de conversdao da luz refletida ou emitida pelo objeto
observado em um sinal elétrico. Este sinal pode ser analdgico ou digital.
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torna essas cameras adequadas para aplicagoes de metrologia.

Ja os sensores CMOS (Complementary Metal-Ozide-Semiconductor) convertem a ima-
gem pixel por pixel, ja no formato digital, seqiiencialmente, do topo até a base da imagem.
Esta caracteristica pode ser indesejada para aplicacoes onde a iluminacao é realizada por
lampadas fluorescentes ou com flash de luz. Nestes casos a imagem pode ser adquirida
com uma parte clara e outra escura. Algumas vantagens das cameras CMOS sao o baixo

consumo energético, alta resolucao da camera e a alta velocidade de captura da imagem.

Quanto ao sinal de saida das cameras, este pode ser classificado em analégico ou digi-
tal. Os padroes analdgicos mais difundidos sdo os compostos (NTSC/PAL, EIA/CCIR),
Y-C (S-Video) e RGB. Destes, os sinais NTSC e EIA sao os mais comuns para a maioria
das aplicagoes de IVA. J4 os sinais Y-C e RGB fornecem imagem em qualidade superior,
com as cores em canais separados. A utilizacao de cameras analégicas resultam normal-
mente em baixa resolugao da imagem, baixa taxa de aquisicdo (normalmente 30 quadros
por segundo), sinal com mais ruidos e saida entrelacada®. Além disto, antes de processar
a imagem em computador é necessario que os sinais destas cameras sejam digitalizados a

partir de um hardware especifico de aquisicao de imagens.

Quanto ao formato digital, estas tém algumas vantagens sobre as analdgicas. Geral-
mente cameras digitais sao configuraveis, podendo ser capturada a imagem com maior
velocidade ou maior resolucao. Além disto, ha pouca perda de sinal, baixo nivel de ruido
e a varredura da imagem ¢é realizada de maneira nao-entrelacada’. Os padroes mais co-
muns sio CameraLink' = (CL), IEEE-1394 (Firewire), Gigabit Ethernet (GigE), RS-422
e RS-644. As escolhas imediatas sao GigE e CL. A escolha depende da velocidade, sincro-
nizagao e geografia. Somente a Gigkl permite longas distancias em cabos comuns. Ja a CL
é mais rapida que qualquer outra interface. Além disto, somente a CL inclui facilidades

para real-time triggering.

Quanto as cores, a camera pode ser monocromaética, colorida com um sensor ou co-
lorida com trés sensores. As cameras monocromaticas tém um sensor unico que fornece
o nivel de cinza. Tem a vantagem de a resolucao ser 10% superior as cameras coloridas
de um sensor. Além disto, possui melhor relagao sinal/ruido, melhor contraste e maior

sensibilidade para baixa iluminacao.

Jé& as cameras coloridas de um sensor usam, geralmente, filtro de cor Bayer RGB. Esta

6. Um quadro é dividido em dois campos (pares e impares). Varre-se as linhas fmpares (1,3,5) e entdo
as pares (2,4,6). Estes campos sdo entdo integrados para produzir um quadro completo

7. Progressive Scan - Técnica que “varre” a tela inteira em uma unica passada, transmitindo todas
as linhas da imagem a cada atualizacao
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tecnologia é de baixo custo e se integra facilmente aos sistemas de IVA. Porém a resolugao
é inferior as cameras coloridas de trés sensores. Esta tltima tecnologia, com trés sensores,
utiliza um prisma para dividir a luz branca em trés componentes. Como vantagem, estes
sensores tem melhor resolucao de cor. Por outro lado, esta tecnologia é mais cara e possui

sensibilidade mais baixa.

Por fim, existem as cameras inteligentes (SmartCams). Estas cameras integram o hard-
ware e o software dentro da propria camera. Fazem parte da arquitetura destas cameras,
além do sensor, um processador, frame grabber, interface serial, ethernet ou USB, entrada
para triggers de alta velocidade, E/S para CLPs, memoéria RAM e cartoes de meméria
SD.

2.4.3 Hardware especifico para processamento de imagem

O terceiro item da arquitetura, mostrado na Fig. 2 (3), é o hardware especifico para
executar parte do processamento da imagem. De fato, este item é normalmente utilizado
para implementar o pré-processamento da imagem, conforme apresentado na secao 2.3.1.
Porém, sobretudo nos casos que necessitam desempenho superior, este hardware especifico
também é utilizado para implementar as trés etapas do processamento de nivel inter-
mediario: segmentacao, representacao e descricao da imagem, conforme apresentado na

secao 2.3.2

Nos sistemas de IVA, a implementagao de todas as etapas do processamento da ima-
gem exclusivamente em software, geralmente, nao € suficiente para atingir os requisitos de
desempenho para a aplicagao. Visando solucionar este gargalo, cada vez mais esta sendo
implementada parte do algoritmo de processamento da imagem em hardware. A seguir
serao vistas algumas caracteristicas da implementagao em ASIC, DSP e FPGA. A esco-
lha da tecnologia a ser utilizada devera ter base no tamanho do chip, poténcia dissipada,
custo e desempenho. Além disto, é importante observar a flexibilidade do uso, ambiente
de programacao e pacotes de softwares disponiveis. Estas tltimas caracteristicas sao de

grande relevancia para os desenvolvedores do sistema de IVA.
ASIC

A primeira tecnologia para realizar o processamento da imagem em hardware é cons-
truir um circuito integrado (CI) exclusivo para a aplicacao de IVA utilizando um ASIC

(Application Specific Integrated Circuit - Circuito integrado para aplicacao especifica).
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Atualmente a forma mais eficiente de desenvolver um ASIC ¢ a utilizacao de nicleos IP 8
(Intellectual Property — Propriedade Intelectual) disponiveis no mercado. O tempo de
desenvolvimento é reduzido por que as células adquiridas prontas ja foram testadas em
diferentes tecnologias de fabricagao. De maneira simplificada, o design de um ASIC con-
siste na montagem de blocos IP, inserindo alguma légica entre estes blocos para realizar a
interface. A principal desvantagem do ASIC é que o circuito geralmente tem sua utilizacao

limitada em uma aplicagao especifica.

Para reduzir a inflexibilidade, alguma programabilidade pode ser incorporada no
ASIC. Uma opgao é utilizar nicleos IP de processadores. Algumas empresas, como a
ARM e a Synopsys, disponibilizam nicleos DSP RISC, ja projetados para aplica¢oes em-
barcadas. Um produto interessante oferecido pela Synopsys é o niicleo ARC?. Este é um
processador de 32 bits, muito pequeno (em drea ocupada) e de alta velocidade (com clock
acima de 100 MHz). Além disto, a Synopsys disponibiliza uma ferramenta que permite a
configuracao do processador ARC de acordo com os requisitos da aplicacao. Por exemplo,
dependendo da aplicacao, a ferramenta pode configurar o processador com maior cache de
instrugoes e disponibilizar mais meméria RAM ou registradores para uso geral. O codigo

VHDL ¢ entao gerado e podera ser sintetizado.

Outra forma de reduzir a inflexibilidade do ASIC ¢ implementar em um tnico chip
diversos algoritmos de processamento de imagens comuns para um dominio de aplicagoes.
Por exemplo, um CI pode ser desenvolvido para realizar a transformada rapida de Fourier
(Fast Fourier Transformer - FFT), detecgao de bordas, transformada de Hough, entre
outros. Com isto, o ASIC podera ser reutilizado; para tal sendo necessario apenas modifi-
car alguns sinais de entrada, parametros informados pelo sistema computacional principal

ao chip.
DSP

Uma alternativa de menor custo é utilizar um DSP ao invés de confeccionar um ASIC.
O uso de placas com DSP tem sido extensivamente utilizado em aplicacoes de visao in-
dustrial com requisitos de tempo real. Uma familia de placas com DSP muito popular
é a “Connected Media Processor”, da NXP Semiconductors!® (antiga Philips Semicon-
ductors). Estas placas tem interface PCI e usa processadores da série TriMedia, que tem

tecnologia VLIW ( Very Long Instruction Word) voltada para aplicagoes multimidia, com

8. No design de semicondutores, IP Core, ou nicleo IP, é um bloco reutilizavel de 1égica, células ou
layout de chip. Um ntcleo IP pode ser desenvolvido e licenciado para terceiros.
9. http://www.synopsys.com/IP/ConfigurableCores/ ARCProcessors/Pages/default.aspx
10. http://www.nxp.com
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arquitetura Harvard e que permite processar eficientemente fluxos de dados de video e de

audio. O clock para este processador pode ser superior a 500 MHz.
FPGA

FPGAs sao competitivos em relagao aos ASICs em termo de capacidade e desempe-
nho. Uma vantagem do FPGA ¢é permitir, rapidamente, testar o sistema em condigoes
reais. Outra vantagem é que, quando comparado ao ASIC, o FPGA ¢ eletricamente re-
programavel. Ou seja, o FPGA pode ser reusado no caso de modificagdes nos requisitos
do sistema ou simplesmente quando ocorrer algum erro no processo de design do FPGA.
Adicionalmente, é possivel inserir um nicleo IP no FPGA assim como realizado no ASIC

(por exemplo, um ARM ou um PowerPC com meméria RAM e periféricos).

A Acromag !, por exemplo, desenvolve uma ampla linha de placas de processamento
de imagens para uso industrial baseado em FPGA, tanto Xilinx®, quanto Altera®. A
Acromag também disponibiliza para download diversos cédigos com algoritmos para pro-
cessamento de imagem. Outro exemplo é a placa utilizada neste trabalho de mestrado,
a “Altera Digital Camera Development Platform”, da Terasic!?. Esta é uma placa de-
senvolvida para fins educacionais que utiliza um FPGA Cyclone II, da Altera. Além do
FPGA, a placa disponibiliza uma camera digital de 5 Mpixels, um display LCD de 4,37,

interface USB, SD Card, memoria RAM, entre outros periféricos.

2.4.4 Sistema computacional principal

O sistema computacional principal tem como funcao implementar, sobretudo, as eta-
pas de processamento de alto nivel: reconhecimento e interpretagao da imagem, conforme

apresentado na secao 2.3.3.

O sistema computacional principal, mostrado na Fig. 2 (4), geralmente contém um
processador de uso geral, por exemplo um Pentium®, da Intel®, ou um Athlon®, da
AMD® | que estd instalado em um PC. Na realidade, desde o lancamento das instrucoes
MMX com a tecnologia SIMD no Pentium, em 1997, processadores de uso geral estao
executando mais etapas do processamento da imagem. De fato, em alguns casos, princi-
palmente aqueles que nao necessitam de processamento em tempo real, o processamento
da imagem ¢ totalmente realizado por um processador de uso geral. Por exemplo, na

inspegao de garrafas (4), de frutas em drvores (10) e de soldas em PCI (8).

11. http://www.acromag.com/
12. http://www.terasic.com.tw/cgi-bin/page/archive.pl?Language=English& CategoryNo=53&No=296
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A principal vantagem do processador de uso geral é o ambiente de programacao, que
permite que o programa seja desenvolvido sem nenhum conhecimento prévio da arquite-
tura do computador. Por outro lado, o processador de uso geral consome mais energia que
as placas especificas para processamento da imagem e, geralmente, sao proibitivos para a

aplicagoes embarcadas.

2.4.5 Sistema de controle, sensores e atuadores do processo pro-
dutivo

O dltimo item da arquitetura bésica da IVA é mostrado na Fig. 2 (5). Este sis-
tema é composto por um controlador industrial, geralmente um CLP (Controlador Légico
Programavel), sensores e atuadores. Este conjunto de elementos tem a func¢do bésica de
identificar o posicionamento do objeto antes da inspecao e atuar mecanicamente no objeto

visando mudar a sua posi¢ao ou forma apds a inspecao.

Segundo a Associagao Brasileira de Normas Técnicas (ABNT), um CLP é um equipa-
mento eletronico digital com hardware e software compativeis com aplicagoes industriais.
Adicionalmente, é um dispositivo com funcionalidades semelhante as de um microcontro-

lador, com seus periféricos, porém adaptado para ambientes industriais.

Os elementos sensores sao dispositivos que recebem um sinal, seja éptico, sonoro,
térmico ou proveniente de qualquer outra forma de energia, convertem para um sinal
elétrico e condiciona este sinal para uso pelo CLP ou pelo sistema computacional principal
do sistema de IVA. Os principais sensores utilizados em IVA sao destinados a detectar
a presenca do objeto para iniciar a inspecao e, geralmente, estes sensores tém natureza

capacitiva, indutiva ou optica.

Por fim, os elementos atuadores completam a IVA permitindo mudangas na posigao
ou forma do objeto durante ou apéds a inspecao. Os atuadores mais comuns em IVA sao os
de cilindro pneumatico, cilindro hidraulico e motores. Ainda sao exemplos de atuadores:

garras, pulverizadores de tinta e eletroimas.

2.5 Exemplos de IVA dimensional

O primeiro trabalho a ser apresentado visa melhoramentos em uma aplicacao popular
e muito demandada: a inspecao e classificacao de soldas em placas de circuito impressa

(PCI). Um sistema tipico para esta aplicagao consiste em um sistema de iluminagao apro-
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priado e uma camera no topo do sistema de inspecao (8). O processamento da imagem
da PCI consiste em duas etapas principais. Na primeira, um pré-processamento é rea-
lizado para remover os ruidos da imagem e tornar a identificacao das soldas mais facil.
Entao, na segunda etapa, as soldas sao classificadas de acordo com o tipo de defeito. A
classificacao normalmente é realizada a partir da quantidade de solda presente na placa.
Quatro classes foram definidas: (I) solda na quantidade normal, nominada como boa,
(IT) excesso de solda, (III) solda insuficiente e (IV) sem solda. Resultados de simulagao
nos modelos geométricos das soldas tém mostrado que a classificacao eficiente pode ser
atingida somente apds uma selecao de caracteristicas 6timas, isto para que as classes nao
se sobreponham (24). Pesquisas tem mostrado que técnicas baseadas no histograma (25)
tem desempenho melhor que técnicas baseadas na extracao de caracteristicas baseada na
imagem em duas e trés dimensoes. Muitas inspecoes de PCI utilizam redes neurais no

projeto dos classificadores.

Uma técnica para o problema de cortar partes com formas irregulares (inclusive formas
concavas) em folhas bidimensionais (papel, couro, tecido, etc.) é visto em (26). Um sistema
de visao de maquina é utilizado para adquirir as imagens das partes irregulares que serao
reproduzidas industrialmente em maior escala posteriormente. Apds a captura da imagem,
é realizada a deteccao e poligonarizacao das bordas. Ou seja, a visao de maquina converte
um pedaco de folha cortado irregularmente em um poligono no computador. A partir desta
etapa, um algoritmo genético é usado para gerar diversas combinagoes de posicionamento
das pecas irregulares dentro da folha inteira, visando minimizar as perdas de material no
processo de corte destes pedagos irregulares. Esta técnica é particularmente 1til para as
industrias de couro e vestudrio, onde cortes irregulares sao normalmente utilizados para

a confeccao do produto final.

Um sistema de IVA para localizacao de frutas esféricas em &arvores, sob condigoes
naturais, é apresentado em (10). O sistema utiliza um laser que fornece informagoes de
distancia entre o laser e o objeto sob inspecao, e de atenuagao da luz, que expressa a
quantidade de luz absorvida pela superficie do objeto. A partir destas informagoes, um
algoritmo é utilizado para identificar formas esféricas e suas posicoes na arvore. Resultados
experimentais mostram que aproximadamente 85% das frutas visiveis e 55% das parci-
almente visiveis foram corretamente detectadas. A tecnologia foi embarcada no sistema

robdtico “AGRIBOT” visando a coleta automdtica de frutas.

Uma atividade muito comum em IVA é detectar linhas e circulos em imagens. A

técnica apresentada em (27) se concentra na detecgdo de bordas e identificacdo de par-
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tes circulares, inclusive circulos irregulares. Para tal, uma transformada de Hough em
dois estagios é utilizada. Outro exemplo de deteccao de formas primarias pode ser visto
em (28). Neste artigo sao detectadas as elipses da imagem, inclusive para aplicagao de
reconhecimento facial. Para tal, assim como em (27), é necessério utilizar um algoritmo

de deteccao de bordas associado a uma transformada de Hough.

Um exemplo de IVA dimensional em tempo real pode ser visto em (18). Nesta aplicagao
sao comparados produtos impressos em alta resolugao, com alto grau de similaridade,
onde a identificacao de diferengas minimas é bastante dificil para humanos, principal-
mente quando este deve ser realizado em tempo real. Um algoritmo original, baseado em
operacoes morfologicas, facilita a deteccao de imperfeicoes em uma resolucao capaz de
identificar irregularidades do tamanho de um pixel. O sistema pode ser aplicado para a
inspecao de cédulas, cheques e outros documentos bancarios, considerando os requisitos

para validacao das impressoes produzidas.

O ultimo trabalho que sera apresentado como exemplo de IVA dimensional nesta se¢ao
é a inspegao de roscas de parafusos (29). Neste trabalho é verificado se a rosca atende aos
padroes do fabricante. Um algoritmo para detecgao de bordas, baseado em interpolagao
linear para obter uma resolucao sub-pixel, é aplicado para detectar as bordas na regiao de
interesse. Em seguida, é verificado se a borda esta inteiramente compreendida dentro da
faixa de tolerancia, definida pelo fabricante. O sistema foi testado em linha de producao e

obteve desempenho melhor que outros métodos competitivos, inclusive a medi¢cao manual.

2.6 Analise do capitulo

Virias industrias estao envolvidas no desenvolvimento de sistemas de visao para au-
tomatizar a inspecao das caracteristicas geométricas de objetos. Isto se da por que existe
uma ampla gama de aplicagoes para a IVA dimensional e, para cada dominio de aplicagoes,
existem diferentes requisitos provenientes das caracteristicas ambientais desiguais entre
aplicacoes e das diversas formas de respostas esperadas do sistema de IVA. Logo, nao
existem sistemas de visao industrial capazes de abranger todas as tarefas, em todos os

campos de aplicacgao.

De um modo geral, é necessario que os sistemas de IVA identifiquem que informagoes
sao importantes nas imagens, extrai-las e utiliza-las para classificar os objetos. Varios
trabalhos analisados utilizaram estas informacoes para classificar o objeto sob inspec¢ao

entre “bom” e “ruim”, com a confiabilidade (taxa de acerto) adequada para a aplicagao.
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E de responsabilidade do sistema computacional manter o sistema confiavel, porém, o
sistema de iluminacao e de aquisicao da imagem influencia significativamente o uso de

recursos computacionais necessarios para manter a confiabilidade.

O sistema de IVA também deve ser robusto e uma das principais dificuldades para
obtencao desta caracteristica é a composi¢ao do plano de fundo por outros objetos com
diversas formas, texturas e iluminacao. A segmentacao pode ser uma das atividades mais
complexas do processamento da imagem e, se utilizado um algoritmo inadequado, quase

sempre resulta em um comprometimento completo do sistema de IVA.

Por fim, um sistema de visao industrial deve ser rapido e compacto. Desta forma,
existe uma demanda crescente por sistemas de IVA embarcados com hardware especifico

para processamento de imagens.
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3 Trabalhos relacitonados

Neste capitulo serao analisados trabalhos relacionados com a IVA dimensional em
tempo real para deteccao de irregularidades em bordas de objetos. O foco sera explorar
técnicas, contidas em trabalhos no “estado da arte”, para as etapas de aquisi¢ao, pré-
processamento e segmentacao da imagem, e que possam ser adaptadas para a inspecao

de bordas em objetos no primeiro plano da imagem.

3.1 Técnicas de aquisicao da imagem visando
segmentacao dos objetos no primeiro plano e
identificacao de suas bordas

Nesta se¢ao sao analisadas seis técnicas de aquisi¢ao que reduzem o esforgo para identi-
ficacao dos objetos no primeiro plano, bem como de suas fronteiras, as quais denominamos

“bordas externas”.

Legenda:

memsssm——  Borda externa

s Borda interna

Figura 3: Bordas externas e interna de um tubo de creme dental.

Além das fronteiras dos objetos na imagem adquirida, também foi observada a capa-

cidade de inspecionar as demais bordas dos objetos, inclusive aquelas que nao estao na
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fronteira, as quais denominamos “bordas internas”. As bordas externas e interna em um

tubo de creme dental sao apresentadas na Fig. 3.

Além da capacidade para detectar todas as bordas dos objetos no primeiro plano
da imagem, também sao observadas nos trabalhos: (i) desempenho e (ii) uso de recursos

computacionais.

3.1.1 Extracao do primeiro plano a partir de pares de imagens,
com e sem iluminacao especifica no objeto

Esta técnica desempenha a segmentagao da imagem, identificando os objetos no pri-
meiro plano, a partir de uma tnica camera. Para tal, foi observado que os objetos do
primeiro plano ficam significativamente mais iluminados que o plano de fundo quando um
flash é ativado, considerando que o primeiro plano esté proximo da fonte de luz e o plano
de fundo, distante. Deste modo, ao adquirir e comparar duas imagens de uma cena, com

e sem flash, é possivel identificar os objetos presentes no primeiro plano.

Esta técnica foi relatada em uma patente no ano de 1994 por Bolle et al.(30) para
aplicacoes industriais e desperta interesse em novas pesquisas devido a sua arquitetura
simples e elevado desempenho na segmentacao da imagem. Por exemplo, no trabalho
de Sun et al.(31) publicado em 2006 e em (32), publicado em 2008 com o mesmo autor

principal, esta técnica foi aprimorada para utilizacao com cameras fotograficas comerciais.

No trabalho apresentado em (32), além das mudangas de intensidade de luz produ-
zidas pelo flash, o sistema também considera informacoes de movimento na seqiiéncia de
imagens e de cores nos pixels. Com isto é possivel segmentar a imagem mesmo se hou-
ver pequenos deslocamentos na camera ou movimento no plano de fundo entre as duas
imagens adquiridas seqiiencialmente, tornando a segmentacao de imagens viavel para im-
plementagao em qualquer camera digital com flash. Para validar o trabalho, os autores
realizaram uma série de testes modificando o plano de fundo original por uma imagem

qualquer. Um dos testes pode ser visto na Fig. 4.

Apesar da eficiéncia desta técnica para segmentacao de imagens, esta pode ser invidavel
para inspecoes de bordas que exijam elevados desempenhos uma vez que é necessario
adquirir duas imagens para cada inspecao. E importante ressaltar que a etapa da aquisi¢ao
de imagem geralmente impacta significativamente no tempo total do processamento da
imagem. Além disto, é necessario armazenar duas imagens para cada inspecao, resultando

em uso intenso de memoria.
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(a) Cena original (b) Cena original (¢) Substituicdo do (d) Substituicao do

sem flash com flash plano de fundo na plano de fundo na
cena (a) cena (b)

Figura 4: Imagens adquiridas seqiiencialmente sem (a) e com (b) flash.
Resultado da aplicagao da técnica (c,d) posicionando o primeiro plano
da cena original em novos planos de fundo

3.1.2 Tluminacao com luz infra-vermelha para identificacao do
primeiro plano

No trabalho descrito por Wu, Boulanger e Bischof(33), publicado em 2008, foi uti-
lizada uma técnica de segmentacao similar a apresentada na secao 3.1.1. Porém, sao
utilizadas duas cameras. A primeira é utilizada para adquirir a imagem colorida (RGB).
A segunda é utilizada apenas para segmentar a imagem, capturando somente a luz infra-
vermelha (850 nm + 25 nm) proveniente da cena. A arquitetura do sistema de iluminagao

¢é apresentada na Fig. 5.

Fonte de luz
infra-vermelha
e’ 850 nm

Vidro espelhado Camera RGB

Objetos sob analise

Filtro passa faixa 850 nm

Camera infra-vermelha
) 400 a 1000 nm

Figura 5: Arquitetura do sistema de aquisicao das imagens

O diferencial desta técnica é a camera infra-vermelha que captura com intensidade
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significantemente maior os objetos do primeiro plano, sem necessidade de nenhum proces-
samento adicional, devido uma fonte de luz infra-vermelha (850 nm) de alta intensidade
que ilumina os objetos do primeiro plano. Observar na Fig. 6(b) que o plano de fundo nao
foi captado pela camera infra-vermelha, porém os limites (bordas externas) do objeto do

primeiro plano nao estao bem definidos na imagem.

(a) Imagem colorida (b) Imagem infra-vermelha  (c) Substituicdo do plano de
fundo

Figura 6: Um exemplo de segmentacao. Em (a) e (b) as imagens adqui-
ridas. Em (c) o resultado da segmentagao da imagem com substitui¢ao
do plano de fundo original

Para chegar ao resultado apresentado em Fig. 6(c) é necessario um algoritmo de seg-
mentacao adicional que ird definir com precisao os limites do objeto no primeiro plano e
suavizar estas bordas externas, visando uma melhor aparéncia do objeto quando sobre-

posto a um novo plano de fundo.

O mesmo autor principal publicou também o trabalho (34), em 2008. Neste, é apresen-
tado que a mesma técnica pode ser aplicada em um sistema com iluminacao infra-vermelha
exclusivamente no plano de fundo, conforme apresentado na Fig. 7. Neste caso, os limites
do primeiro plano podem ser detectados com muito mais nitidez do que apresentado no

caso anterior.

(a) Imagem colorida (b) Imagem infra-vermelha

Figura 7: Imagens adquiridas com iluminacgao infra-vermelha no plano

de fundo.

Visando a IVA em bordas de objetos em ambiente industrial, as técnicas de iluminagao

apresentadas nos trabalhos (33, 34) podem ser muito tteis devido ao seu elevado desem-
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penho na deteccao das bordas externas. Contudo, estas técnicas nao sao adequadas para
identificacao de bordas internas, e sim, somente para a identificacao dos limites extremos
do objeto no primeiro plano. Além disto, é necessario um processamento adicional para
realizar a segmentacao da imagem. Este processamento, no MATLAB, durou 100ms em

um computador com processador Pentium 2 GHz e 1 GB de meméria RAM.

3.1.3 Utilizacao de cameras com registro de profundidade

No trabalho apresentado por Wang et al.(35), a segmentacao do primeiro plano é
realizada através de uma camera que, além dos componentes RGB, informa também
as distancias entre os objetos e a camera. O dispositivo utilizado foi a ZCam, da 3DV
(Fig. 8(b)). O resultado da técnica é semelhante aos observados nas segoes 3.1.1 ¢ 3.1.2 e

pode ser observado na Fig. 8.

3
b

(a) Cena original (b) ZCam (¢) Informagoes de (d) Resultado da
distancia segmentacao

Figura 8: Utilizagao da informacao de profundidade para segmentacao
do primeiro plano.

Estas cameras possuem um obturador especial, em frente ao sensor de imagem, que
abre e fecha na mesma velocidade em que um pulso de luz é ativado. Devido ao tempo
de viagem da luz, parte desta luz é bloqueada ao retornar (ao encontrar o obturador
ja fechado). Logo, a quantidade de luz do pulso sentida pelo sensor serd proporcional &
distancia entre a camera e o objeto sob inspecao. Além da ZCam, da 3DV, a Canesta
também comercializa uma camera com esta tecnologia, chamada de CanestaVision. A

Microsoft comprou as duas empresas em 2009 e 2010, respectivamente.

Esta camera se mostra uma boa opgao para deteccao de irregularidades em bordas.
Como desvantagem, este sistema apresentou um baixo desempenho, 15 quadros por se-
gundo, o que pode inviabilizar sua utilizacdo para IVA. Além disto, a comercializacao

destas cameras ainda esta restrita.
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3.1.4 Deteccao do primeiro plano em imagens com plano de
fundo estatico

Os trabalhos apresentados nas segoes 3.1.1, 3.1.2 e 3.1.3 sao boas opgoes para extracao
do plano de fundo, mesmo quando este é dinamico. Porém, quando o plano de fundo é
estatico, é possivel obter uma implementacao mais simples, utilizando menos recursos

computacionais.

No trabalho elaborado por Casares, Velipasalar e Pinto(36) e publicado em 2010, por
exemplo, um algoritmo eficiente para extracao do plano de fundo foi desenvolvido visando
a implementagao em sistema embarcado. Nesta técnica, um modelo do plano de fundo é
continuamente atualizado na memoria do sistema, visando adaptar-se as lentas mudancas

ambientais.

Em seguida, com o modelo de plano de fundo ja construido, qualquer objeto estranho

na imagem sera identificado.

Visando a IVA dimensional com detecgao de bordas, assim como no trabalho apre-
sentado na secao 3.1.2, este também nao identifica as bordas internas da imagem, e sim,
somente identifica os limites extremos do objeto no primeiro plano. Logo, nao é adequado

para deteccao de imperfeicoes em bordas de objetos.

3.1.5 Utilizacao de iluminagao a laser

O trabalho descrito por Liao et al.(9), publicado em 2008, descreve a IVA em cones de
alto-falantes. Este inspeciona a profundidade do cone baseado em iluminacao estruturada
com laser. Triangulando a camera, a fonte de luz (laser) e o objeto (cone), conforme
geometria apresentada na Fig. 9, é possivel identificar através da trigonometria a distancia

entre o objeto e a camera.

O cone ¢ varrido linha por linha pelo laser e a imagem desta varredura é captada pela
camera, que esta localizada no topo do sistema de IVA. Neste caso, o laser projeta a luz
com um grau de liberdade, enquanto o cone é deslocado, através de um suporte mecanico
movel, na diregao perpendicular a projecao do laser. Para cada linha varrida pelo laser
(Fig. 10(a)), é gerada uma assinatura que descreve um perfil de profundidade do cone
(Fig. 10(b)).

O foco do trabalho proposto em (9) é a precisdo ! do sistema. O desvio padrao obtido

1. Grau de variagao dos resultados de uma medigao.
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(a) Varredura a laser (b) Assinatura gerada

Figura 10: Geragao de uma assinatura.

no trabalho foi de 8 pum, tendo entao uma excelente precisao para inspecao de bordas.
Porém, a aplicacao desta técnica é inviavel em IVA que demande resposta rapida. O tempo
total da inspegao do cone neste trabalho é de 3s. Este tempo é melhor que os 8s obtidos

na inspecao manual de cones, porém excessivo para aplicacoes de alto desempenho.
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3.1.6 Inspecao de objetos baseado em iluminacao estruturada a
partir de projetores de padrao

Em uma técnica semelhante a apresentada na se¢ao 3.1.5, seguindo o mesmo principio
da triangulacao entre a camera, fonte de luz e objeto sob inspecao, é possivel substituir
o laser por um projetor de padroes. A deformagao nas linhas projetadas sobre os objetos

sob inspecao contém informacoes de profundidade da imagem.

Alguns trabalhos que utilizam esta técnica sao o de o de Wang et al.(13) e Chang e
Park(12), ambos publicados em 2009. Em (12), por exemplo, foi construido um aparato
especifico para adquirir imagens de moldes dentérios. Neste caso, a camera e o projetor sao
fixos enquanto o objeto sob andlise rotaciona com dois graus de liberdade, possibilitando

a modelagem em 3D da pega de gesso.

Esta técnica, utilizando projetores, tem melhor desempenho em relagao a iluminacgao
com laser (se¢ao 3.1.5) uma vez que todas as linhas sdo projetadas simultaneamente. No
trabalho (13), o tempo total para a medigao de uma cena foi de 0,5s. Apesar de apresentar
melhor desempenho, ainda é insuficiente para diversas aplicagbes de IVA dimensional.
Além disto, esta técnica é de dificil implementacao embarcada e utiliza uma fonte de luz
estruturada de alto custo e delicada (o projetor de padroes), nao sendo adequada para

algumas aplicagoes industriais.

3.2 Técnicas para segmentacao da imagem a partir
da descontinuidade

Todas as técnicas apresentadas anteriormente neste capitulo visam ressaltar, na ima-
gem adquirida, a regiao aonde estao os objetos do primeiro plano. Porém, a segmentacao

efetiva somente é realizada em uma etapa posterior.

A abordagem é particionar a imagem baseando-se nas mudancas bruscas nos niveis
de cinza. As principais areas de interesse nessa categoria sao, em ordem crescente de

complexidade, a detecgao de pontos isolados, de linhas e de bordas na imagem(37).

Um ponto isolado é detectado se, ao varrer a imagem, for detectado que o nivel de cinza
deste ponto é completamente diferente do nivel de cinza de seus vizinhos. O préximo nivel
de complexidade envolve a deteccao de linhas em uma imagem. De maneira semelhante
a deteccao de pontos isolados, uma linha é detectada se um conjunto de pixels alinhados

tiverem o nivel de cinza completamente diferente de seus vizinhos.
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Porém, a deteccao de bordas é, de longe, a abordagem mais comum para a deteccao de
descontinuidades significantes nos niveis de cinza(37). Existem diversos algoritmos para
detecgao de bordas, tais como operadores de gradiente, laplaciano e deteccao combinada.
Quando a etapa de aquisicao disponibiliza uma imagem com bordas nitidas e com alto
contraste, a utilizacao de um operador gradiente é a técnica mais simples e eficiente
para deteccao das bordas. Constantemente utilizada pelas industrias, esta técnica consiste
basicamente em identificar as variagoes bruscas de intensidade na imagem. A seguir é

apresentado um trabalho relevante que utiliza esta técnica.

3.2.1 Deteccao da borda a partir do gradiente da imagem

No trabalho descrito por Duan et al.(4) e publicado em 2007, é apresentado um
sistema de visao de maquina que inspeciona o acabamento final da boca da garrafa.
Neste trabalho é utilizada uma rede neural em dois niveis para identificar quebras ou
rachaduras no vidro. Porém, antes é necessario determinar a area de inspecao na ima-
gem. A segmentacao é realizada a partir de parametros informados manualmente, R1 e
R2 apresentados na Fig. 11(b), somados a um parametro identificado automaticamente
pelo sistema de inspecao: o centro da boca da garrafa, representado pelo ponto “O” na
Fig. 11(b).

O algoritmo para deteccao do centro da garrafa deve ser preciso, rapido e capaz de
filtrar grandes variagoes na imagem, uma vez que a imagem da garrafa, adquirida para
aplicagao em tempo real, contém muitas incertezas e pode ser distorcida em uma grande
area. A transformada de Hough convencional foi descartada pelo autor por ser muito lenta
e nao ser util para aplicagoes de alto desempenho. Ja o algoritmo que utiliza o centro de
gravidade da imagem pode produzir grandes erros quando a imagem tem uma regiao

distorcida.

A solucao desenvolvida pelo autor consiste em detectar as bordas externas da boca da
garrafa através de um algoritmo simples e rapido, baseado na variagao da intensidade dos
pixels na imagem e, em seguida, identificar o ponto médio entre esses pontos. A primeira
etapa, deteccao das bordas, é realizada ao varrer a imagem, linha por linha. Quando houver
uma brusca variacao da intensidade, a borda é identificada. S6 é necessario armazenar os
dados da primeira borda detectada da esquerda para a direita e da primeira detectada da
direita para a esquerda, conforme Fig. 11(c). A partir destes pontos, pode-se facilmente
calcular o ponto médio, que representard o centro da boca da garrafa. Esta técnica se

mostrou muito eficiente e eficaz para aplicagoes de IVA.
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Camera

LEDs

(a) Posicionamento (b) Area de inspecio (c¢) Detecgao de bordas
da camera, LEDs e
garrafa

Figura 11: Aquisicao da imagem, area de inspecao e deteccao das
bordas da boca da garrafa.

A iluminagao foi realizada com LEDs devido & qualidade da luz produzida (unifor-
midade e espectro) e ao longo tempo de vida 1til destes dispositivos (superior a 50.000
horas) e a aquisigao da imagem foi realizada a partir de uma camera industrial CCD. O
posicionamento dos LEDs, garrafa e camera pode ser observado na Fig. 11(a). Todos os

acabamentos com quebras foram inspecionados corretamente.

Apesar da eficiente técnica de segmentacao da imagem, as demais etapas desta IVA
sao complexas, principalmente a etapa de reconhecimento, que é realizada através de
duas redes neurais. Este processamento é realizado em um computador industrial com
processador Pentium IV 2.4 GHz, exigindo adaptagdes na infraestrutura pré-existente

quando a linha de produgao estiver com espago restrito.

A taxa de inspecao, de 56ms por inspecao, foi melhor que a taxa obtida pelas demais
técnicas ja apresentadas e adequada para a linha de producao de garrafas. Porém, esta
taxa ainda é insuficiente para a aplicagao de deteccao de amassados em tubos de creme

dental, por exemplo.

3.3 Implementacao da IVA em sistemas embarcados

Na detecc@o de parafusos em ferrovias, proposto por Marino et al.(3) e publicado em
2007, foi utilizado um sistema embarcado baseado em FPGA e rede neural. O sistema de
IVA completo ¢ instalado no trem, visando inspecionar a ferrovia em tempo-real. O tempo
de processamento de uma janela de 24 x 100 pixels, tamanho necessario para inspecionar

parafusos, é de 8,09us.
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O sistema de IVA adquire a imagem da ferrovia através de uma camera de alta
velocidade, CCD de varredura com duas linhas. A janela de 24 x 100 pixels é adquirida
em 15 ms. Logo, é possivel observar que o tempo total da inspegao é limitado pelo tempo
da aquisicao da imagem. Quanto a precisao, este trabalho tem taxa de acerto entre 95%

e 99,6%, dependendo do tempo da inspecao realizada.

Ja no trabalho de Vega-Rodriguez, Sénchez-Pérez e Gémez-Pulido(19), inspecao de
rolhas, foram desenvolvidos 16 médulos de processamento, executados em pipeline, e im-
plementados em FPGA e em um computador pessoal com um Pentium-II 350 MHz e
64 Mb de meméria RAM. O resultado indicou que a implementacao em hardware proces-

sou a imagem nove vezes mais rapida que a implementacao em software.

Por fim, no trabalho realizado por Fernandez et al.(7), é realizada a inspegao de gomos
de laranjas. Neste caso, o processamento no FPGA é realizado em 22ms/gomo, enquanto

o processamento em um Pentium-III foi de 64ms/gomo.

O que foi observado é que a implementacao do processamento de nivel intermediario

e de alto nivel em FPGA tende a reduzir o tempo total de processamento da IVA.

3.4 Analise do capitulo

Quanto as técnicas de aquisicao da imagem visando segmentacao dos objetos no pri-
meiro plano e identificacao de suas bordas, foi observado que os algoritmos mais sim-
ples e com menor complexidade de hardware somente detectam as bordas mais exter-
nas do objeto, seja utilizando uma vigorosa iluminacao no objeto ou no plano de fundo

(segoes 3.1.1 e 3.1.2), seja criando um modelo estético para o plano de fundo (se¢ao 3.1.4).

Outros trabalhos, baseados em camera de profundidade (segao 3.1.3), laser (segao 3.1.5)
e projetores de padrao (segao 3.1.6) possibilitam a detecgdo das bordas internas de ob-
jetos com uma boa precisao, exatamente conforme desejado. Porém, o tempo total de
processamento, o uso intenso de recursos computacionais e o uso de sistemas de aquisi¢ao
de imagens complexos destas técnicas podem inviabilizar seus usos na IVA de bordas,

embarcados e em tempo real. A tabela 1 compara as técnicas analisadas.

E necessario também executar um algoritmo de deteccao de bordas. Foi observado que,
para aplicagoes industriais, com objetos de bordas nitidas (ressaltadas com a iluminagao e
nas etapas de aquisi¢ao e pré-processamento), a utilizacao do gradiente se mostrou muito

eficiente e eficaz (segao 3.2.1).
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Tabela 1: Comparagao entre os trabalhos relacionados com foco nas
técnicas de aquisicao da imagem.

Detecta| Embarcado/
todas as| Uso de recursos
bordas | computacionais

Tempo da

Técnica Observacoes . N
inspecao

Extracao do primeiro plano a partir

. Muito eficiente para N/D - Nao (2) /
de pares de imagens, com e sem - . Nao
. . . . segmentac¢io de imagens 1) Moderado
iluminacgao especifica no objeto
Iluminacao com luz infra-vermelha Desempenho elevado na - Nao/
. e . . - 100 ms Nao .
para identificagdo do primeiro plano | segmentacio Baixo
e N . Utiliza cameras ~
Utilizac¢do de cameras com registro . . Nao /
. especificas, de 66 ms Sim .
de profundidade L . Baixo
comercializagdo restrita
Deteccéo do primeiro plano em -
. . . - Nao (2) /
imagens com plano Algoritmo simples N/D Nao
' P Moderado
de fundo estético
. . . Elevada precisio; . Nao /
Utilizacdo de iluminagéo a laser wcap ; 3000 ms Sim
Tluminagéo complexa Moderado
_Inspggao~de objetos baseado em Elevada precisio; . Nao /
iluminagéo estruturada a partir de L 500 ms Sim
Tluminagéo complexa Elevado

projetores de padrio
N/D - Néao Definido
(1) Necessita adquirir duas imagens

(2) Técnica desenvolvida para uso em sistemas embarcados

Adicionalmente, alguns trabalhos analisados contribuiram também com boas técnicas
para as etapas de reconhecimento e interpretacao da imagem, visando a aplicacao de
inspecao de tubos. Por exemplo, o trabalho apresentado na secao 3.1.5, inspecao de cones
de alto-falantes, extrai parametros da imagem, linha por linha, na medida em que a
imagem ¢é adquirida, gerando um conjunto de assinaturas. Este conjunto pode ser entao
simplesmente comparado com um banco de assinaturas de objetos bons (conformes com

as especificages) previamente construido.

Quanto a arquitetura, a implementacao do processamento de nivel intermediario e
de alto nivel em FPGA reduziu o tempo total de processamento da IVA (secao 3.3)
quando comparado a implementacao em processador de uso geral. Além disto, somente
com a solucao embarcada foi possivel construir alguns sistemas, como o de inspecao em

ferrovias.

A intensa utilizagdo da memoria foi comum entre os trabalhos analisados, uma vez que
todos armazenam as imagens adquiridas para executar o processamento. Com isto, eleva-
se o custo da implementacao destas solucoes em sistemas embarcados, além de aumentar

o tempo de processamento devido aos repetitivos ciclos de leitura e escrita na memoaria.

Por fim, nenhum dos trabalhos analisados atende a todos os requisitos para a aplicagao

de IVA dimensional com inspecao de irregularidades em bordas e alto desempenho para



implementacao em sistemas embarcados de tempo-real.
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4 LEDges: uma técnica de IVA
baseada em limiarizacao da
imagem e geracao de
assinaturas

No capitulo anterior foi mostrado que nenhum dos trabalhos analisados atende a
todos os requisitos para a aplicagao de IVA dimensional com inspecao de irregularidades
em bordas e alto desempenho para implementacao em sistemas embarcados de tempo-

real. Visando atender a estes requisitos, neste capitulo serd apresentada uma nova técnica

para IVA, intitulada “LEDges”.

A principal inovagao desta técnica é um novo modelo de iluminacao estruturada que
permite a facil segmentacao da imagem adquirida através de uma simples limiarizagao.
Esta inovacao é baseada na simplicidade do algoritmo e baixa complexidade de hardware
apresentados em (30-34), porém com o aperfeigopamento de detectar todas as bordas do
objeto nas imagens adquiridas pela camera, e ndo somente as bordas mais externas. An-
tes, esta caracteristica so foi possivel nos trabalhos baseados em cameras de profundidade,
laser e projetores de padrdes (9, 12, 13, 35), que tém elevado tempo total de processa-
mento, uso intenso de recursos computacionais e o de dispositivos de captura de imagens

delicados e complexos, inviabilizando seus usos em IVA embarcada e em tempo real.

Adicionalmente, a imagem resultante da etapa de limiarizacao viabiliza o uso de
técnicas extremamente simples para implementacao das etapas de descricao e reconhe-
cimento da imagem. Logo, a LEDges ¢ capaz de detectar todas as bordas do objeto com
alto desempenho através de um sistema embarcado e com uso reduzido de recursos com-

putacionais.

O processamento da LEDges pode ser analisado em quatro etapas, conforme pode
ser observado na Fig. 12: aquisicdo da imagem, limiarizagao (segmentagao), geragao da

assinatura (descrigdo) e comparagao (reconhecimento).
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Inicialmente a imagem do objeto é adquirida em cooperagao com o sistema de ilu-
minagao. O resultado desta etapa é uma imagem contendo as areas iluminadas dos objetos
em primeiro plano em altas intensidades, enquanto o plano de fundo e as sombras sao exi-

bidos em baixas intensidades.

Aquisic¢éo G 50 d
da Limiarizacdo eragao da Comparacio Resultado
: assinatura
imagem

Entrada Processamento Saida

Figura 12: Etapas do processamento da LEDges.

Em seguida, na etapa de limiarizacao, a imagem adquirida é facilmente segmentada
em dois niveis de intensidade: (I) o plano de fundo e as sombras sao indicados através de
regices com intensidade zero, cor preta; (II) e dreas iluminadas nos objetos do primeiro

plano sao indicadas através da intensidade maxima, cor branca.

Na terceira etapa, geragao da assinatura, a imagem limiarizada é representada em
termos de suas bordas e descrita como assinatura, assim como realizado eficientemente
em (9). Cada borda é descrita numericamente por um conjunto de distancias medidas
entre o inicio das linhas do quadro de imagem e as transicoes relevantes para a deteccao
da irregularidade no objeto sob inspecao, seja esta transicao do branco para o preto, seja do
preto para o branco. Observar que, de um modo geral, a transformada de Hough (28, 38)
nao é utilizada para a deteccao das linhas, circulos e elipses em aplicacoes que exigem

elevados desempenhos.

Por fim, a ultima etapa da LEDges é a comparagao. Nesta etapa é realizado o reco-
nhecimento da assinatura gerada através de simples comparacao entre esta e a assinatura
de um objeto padrao “bom”. O resultado desta etapa é um sinal binario indicando se o

objeto sob inspecao esta de acordo com as especificagoes da industria, ou nao.
Assecoes 4.1, 4.2, 4.3 e 4.4 detalham estas quatro etapas do processamento da LEDges.

Apesar da simplicidade, a técnica proposta foi estruturada para possibilitar a sua
implementagao em diversas arquiteturas embarcadas, satisfazendo a demanda crescente
por desempenho (tempo de resposta e precisdo) e pelo uso minimo de recursos disponiveis
(financeiro, humano, fisico e energético) (39). Por exemplo, a técnica pode adquirir a
imagem através de uma camera analdgica ou digital, de alta ou baixa resolugao e em
diversas taxas de amostragem. Além disto, é possivel implementar as demais etapas do

processamento em diversos dispositivos: desde um microcontrolador (uc) até um circuito
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integrado de aplicacao especifica (ASIC), a depender dos requisitos de desempenho da
aplicacao.

A LEDges possibilita a execucao paralela das quatro etapas em um modelo de pipeline .
A Fig. 13 apresenta o pipeline a nivel de pizel. Observar que a base de tempo é o “pi-
xel clock”, que é a temporizacao gerada pela camera, fornecendo um pulso a cada pixel

adquirido.

Legenda:
Aquisi¢do A Uma linha no quadro
da imagem B da imagem.
. . - A) Numero da linha.
Binarizagao --- j :.:‘h:
B) Resultado da etapa de

Etapas do processamento

Geracao das N-1 processamento para a linha.
assinaturas 00-07-07-07 ]| 10-05-05-10| | 07-00-00-07 .
OK - A parte da assinatura referente
Comparacio --- N-2 N-1 N a linha em processamento esta de acordo
para¢ OK OK FALHA com as especifica¢des da industria.
\ 4
Pixel clock Falha - A parte da assinatura,

nao esta de acordo com as especificacgoes.

Figura 13: Fluxo de informagdes entre as etapas do processamento da
LEDges.

Por fim, conforme a Fig. 13, é possivel realizar toda a IVA sem armazenar o quadro
inteiro da imagem adquirida, diferenciando dos demais sistemas de visao de méaquina
analisados no capitulo 3 que utilizam intensamente a memoria. Logo, com a reducao no
uso de memoria é possivel reduzir o custo da implementagao da solucao e o tempo total

de processamento devido aos reduzidos ciclos de leitura e escrita na memoria.

4.1 Aquisicao da imagem

Na etapa de aquisi¢ao, a imagem da regiao de interesse do objeto sob inspecao ¢é cap-
turada. A principal inovacao estd no uso de um LFED de alta poténcia para a iluminagao
desta regiao de interesse. O resultado desta etapa é uma imagem contendo as areas ilumi-
nadas em primeiro plano em altas intensidades, enquanto o plano de fundo e as sombras

sao exibidos em baixas intensidades.

Para obter o resultado desejado, o LED, a camera e o objeto sob inspecao sao posi-

1. Em computagao, o pipeline é um conjunto de etapas de processamento conectados em série, tal
que a saida de uma etapa é a entrada da préxima. As etapas de um pipeline sdo geralmente executadas
em paralelo.
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cionados em uma geometria especifica, tal que a intensidade da luz emitida pelo LED é
significantemente maior sobre a regiao de interesse no primeiro plano do que no plano de
fundo, conforme pode ser observado na regiao em degrade da Fig. 14, aonde a area mais
escura do degradé representa maior intensidade de luz. De fato, em casos onde a fonte de

3

luz pode ser considerada pontual 2, a irradiancia® é reduzida com o quadrado inverso da
)

distancia (40).

Primeiro
quadrante

|
e J\Regiéo de
interesse

Plano de fundo

inspecao
Terceiro
quadrante

Quarto
quadrante

Figura 14: Posicionamento da camera, LFED, objeto sob inspecao e
cenario.

A respeito do posicionamento relativo do LED, este deve estar fixado préoximo a
camera. O grupo 6ptico, formado pelo LED e pela camera, deve ser posicionado no qua-
drante oposto ao da regiao de interesse do objeto sob inspecao, de tal forma que a camera
capture uma imagem contendo todas as bordas da regiao de interesse iluminadas pelo
LED. Além disso, é necessario que o posicionamento do LED crie, na imagem capturada,

sombras entre as bordas na regiao de interesse.

Por exemplo, na Fig. 14 a regiao de interesse esta posicionada no quarto quadrante e o
grupo 6ptico no segundo. Quanto a formacao das sombras, as bordas de interesse estao na
face superior do objeto, logo, o LED deve estar fixado imediatamente abaixo da camera.
Neste posicionamento o LED ilumina todas as bordas e cria sombras entre as bordas na

imagem capturada.

Esta técnica sé é viavel com a utilizacao do LED como emissor de luz. Devido a suas
dimensoes “pontuais”, o LED é capaz de criar sombras nitidas nas cavidades dos objetos.
Outros beneficios da utilizagao do LED sao: (I) Longo tempo de vida ttil. Este pode ser

mais de 50.000 horas, aproximadamente 20x maior que de uma lampada incandescente;

2. Tem dimensoes muito menores que a distancia entre esta fonte e o objeto iluminado.
3. Razao entre poténcia luminosa ttil e area.



95

(IT) O LED possui elevada eficiéncia energética, principalmente em aplicagdes onde a
luz monocromatica é utilizada; (III) Os LEDs sao robustos, inerentemente resistentes a

vibragoes, e podem permanecer na maioria das condi¢oes ambientais extremas.

Trés parametros sao fundamentais para a escolha do LED que serd utilizado: a
poténcia, o angulo de visao? e o espectro de emissao. A poténcia é definida de acordo
com a iluminacao pré-existente no ambiente da inspecao. Quanto mais iluminado, mais
potente devera ser o LED. Resultados experimentais mostram que a utilizagao de LEDs
de 1 W ¢ o suficiente para a maioria das aplicagoes. Quanto ao angulo de abertura, este
deve ser o menor possivel, suficiente apenas para iluminar a area de interesse. A depender
da distancia (d) e do angulo de abertura (a), o LED ilumina uma érea com diametro (D)

de acordo com a féormula a seguir:

D =2.d.tg (g) (4.1)

Quanto ao espectro, o LED deve emitir luz no mesmo comprimento de onda que a
camera é sensivel na captura da imagem. Além do espectro de sensibilidade da camera,
o tempo de exposicao e o ajuste de brilho e contraste também sao importantes na con-
figuragao da captura da imagem. Visando ressaltar a aquisicao das bordas de interesse
no primeiro plano em tons claros e todos os objetos no plano de fundo e as sombras em
tons escuros, cameras digitais permitem configuragao para ajustar o tempo de exposicao.
Quanto mais rapida for a exposicao, menos luz sera captada pelo sensor. Logo, para com-
pensar a curta janela de tempo para entrada de luz, é necessario iluminar vigorosamente
o objeto sob inspegao. Ja o plano de fundo, que nao ¢é iluminado fortemente, nao tera sua

imagem capturada com alta intensidade.

Para as cameras analdgicas, a énfase as areas iluminadas no primeiro plano é realizada
através de um pré-processamento implementado no hardware interno da camera, com o
ajuste analégico automatico de brilho e contraste. Esta funcionalidade foi identificada em

todos os modelos pesquisados de cameras comerciais.

Na Fig. 15 sao apresentados alguns resultados para esta etapa. As imagens foram
adquiridas através de cameras analédgicas e digitais (Fig. 15(a) e 15(c)). Nos dois casos é
possivel observar claramente que as areas referentes ao plano de fundo e as cavidades tém

menores intensidades enquanto as regioes das bordas sao ressaltadas (Fig. 15(b) e 15(d)).

4. Metade do angulo de abertura de um cone imaginério que concentra 70% de toda a energia dptica
emitida pelo LED.



56

(¢)

Céamera digital, (d) Céamera digital,

(a) Camera analégica, (b) Camera analdgica,
LED desligado. LED ligado. LED desligado. LED ligado.

Figura 15: Imagens adquiridas.

4.2 Limiarizacao

Na etapa de limiarizacao, que ¢ uma das mais importantes abordagens para a seg-

mentagao de imagens (37), a imagem adquirida é segmentada.

Seja um histograma de nivel de cinza, conforme a Fig. 16(d), correspondente a uma
imagem composta por objetos iluminados sobre um fundo com luz em menor intensidade,
de modo que os pixels (I) das dreas iluminadas nos objetos e (II) do plano de fundo e
das sombras tenham seus niveis de cinza em dois grupos dominantes, é possivel extrair
as areas iluminadas através de um limiar L que separe os dois grupos. Os pixels com
intensidade maior que L pertencem ao objeto e sao representados na imagem limiarizada
na cor branca. Caso contrario, os pixels pertencem ao plano de fundo ou as sombras e

serao representados na cor preta.

(a) Imagem (b) Histograma da (c) Imagem (d) Histograma da
adquirida com o imagem (a). adquirida com o imagem (c).
LED desligado. LED ligado.

Figura 16: Imagens adquiridas e seus histogramas.

As técnicas de iluminacao, aquisicao e pré-processamento da imagem tém um papel
fundamental na limiarizagao. Na Fig. 16 sdo mostradas duas imagens: uma do objeto
sem iluminacao especifica (Fig. 16(a)) e outra do objeto com iluminagao especifica e
ajuste de contraste (Fig. 16(c)), conforme visto na se¢ao 4.1. Observar que é impossivel
determinar dois grupos dominantes no histograma referente a imagem sem iluminagao

especifica (Fig. 16(b)).

A limiarizagao mais simples é a do tipo global. Nesta, o limiar L é estabelecido ma-

nualmente observando os grupos dominantes no histograma e, a partir desta definicao, a
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segmentacao é efetuada varrendo-se a imagem inteira, pixel por pixel, e rotulando cada
pixel como sendo (I) da area iluminada ou (II) do plano de fundo ou das sombras, depen-

dendo se o nivel de cinza daquele pixel for maior ou menor que L.

O nivel constante L utilizado como referéncia pode ser ajustado em, aproximadamente,
o valor médio entre os picos pretos e brancos do histograma. No caso de um sinal digital
de 10 bits, o nivel serd préximo a 512. Se for um sinal NTSC?, o valor de L serd préximo
de 0,65 V.

Observar que, apds o estabelecimento do parametro L, é possivel realizar a limiarizagao
sem armagzenar a imagem original. Ou seja, esta etapa pode ser realizada em paralelo
com a aquisicao da imagem, limiarizando pixel a pixel, na medida em que estes estao
sendo adquiridos, em pipeline. Sao necessarios, por exemplo, 4,8 MB para armazenar uma
imagem de 2592 x 1944 pixels®, na escala de 256 tons de cinza. Nas demais técnicas
estudadas, é necessario utilizar esta meméria uma vez que todas armazenam a imagem

adquirida. Porém, com a LEDges, nao é necessario utilizar esta memoria.

Se uma camera analégica for utilizada, a limiarizacao podera ser realizada a partir
de um simples comparador de tensao analdgico, onde o sinal analdgico é comparado com
o nivel L. Ou seja, nao é necessario utilizar um conversor analégico-digital. A partir da
reducao no uso de memoria e conversores analégicos-digitais, é possivel reduzir o custo da

implementacao da solugao e o tempo total de processamento.

Na Fig. 17 é apresentada a imagem adquirida com seu histograma. A imagem estd em
256 niveis de tons de cinza. Foram realizados trés testes de limiarizacao para esta imagem.
O primeiro resultado pode ser visto na Fig. 17(c) e foi obtido configurando o parametro
L=64, apresentado como L1 na Fig. 17(b). O segundo resultado, apresentado na Fig 17(c),
foi obtido a partir de L=128, representado por L2. Por fim, no terceiro teste escolhemos

L=192, apresentado como L3, e obtemos o resultado apresentado na Fig. 17(d).

Logo, é observado que a escolha inadequada do limiar L. pode impossibilitar a deteccao
de algumas bordas. Para o exemplo da Fig. 17, um limiar muito baixo prejudica a deteccao
das bordas inferiores do objeto. Enquanto que um limiar alto nao permite a correta

detecgao das bordas superiores.

5. Neste padrao a tensao elétrica varia entre 0,3 V para a tonalidade mais escura, até 1 V para a
tonalidade mais clara.
6. Resolugdo maxima da camera D5M, amplamente associado ao kit didatico FPGA DE2-70.



o8

'

Fm_

a) Imagem adquirida. Hlstograma da
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(c) Resultado para L=L1. (d) Resultado para L=L2. ) Resultado para L=L3.

Figura 17: Entrada e saidas da etapa de limiarizacao.

4.3 (Geracao da assinatura

Na terceira etapa da LEDges, a imagem limiarizada é representada em termos de suas

bordas e descrita como uma assinatura.

Cada borda é descrita numericamente por um conjunto de distancias medidas entre
o inicio das linhas do quadro de imagem e as transi¢coes relevantes para a deteccao da
irregularidade no objeto sob inspecao, seja esta transicao do branco para o preto, seja do
preto para o branco. Essas distancias podem ser medidas através do tempo de varredura da
camera analogica ou do nimero de pixels nas digitais. Este conjunto de medidas compoe

a assinatura do objeto sob inspecao.

Nem todas as transicoes na imagem limiarizada sao relevantes para a deteccao da
irregularidade no objeto sob inspec¢ao, principalmente por que nem todas as transigoes
representam uma borda do objeto. Por exemplo, uma marca impressa na superficie do
objeto nao deve ter suas transicoes consideradas. Logo, é necessario que seja informado
ao sistema de IVA quais bordas sao relevantes. Visando facilitar essa atividade, a imagem
do objeto ¢ dividida em regioes de interesse e, para cada uma dessas regioes, devem ser

definidas que transicoes sao relevantes.

As regioes de interesse e as transicoes relevantes devem ser definidas pelo profissional
que ird instalar o equipamento na industria, uma vez que estes parametros variam de
acordo com o objeto sob inspecao. Por exemplo, no caso de um tubo, a imagem foi
dividida em trés regides de interesse: borda superior, inferior e corpo do tubo, conforme

Fig. 18. O termo “superior” se refere a posicao desta regiao de interesse em relagao a
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imagem bidimensional adquirida. O mesmo conceito é vélido para o termo “inferior”.

inferior superior

Figura 18: Transicoes relevantes da imagem e que formarao a assina-
tura do tubo.

Considerando que a camera varre a imagem da esquerda para a direita e de cima
para baixo, a borda superior foi definida como as primeiras linhas adquiridas apds a
identificacao do primeiro pixel branco. Ja a borda inferior foi definida pelas ultimas linhas
adquiridas enquanto houver mais de duas transicoes detectadas para cada linha. Por fim,

o corpo foi definido como as primeiras linhas da imagem imediatamente apds a regiao da

borda inferior.

Na borda superior, para cada linha, as transi¢oes relevantes sao a primeira do preto
para o branco (seta 1 na Fig. 18) e a tltima do branco para o preto (seta 2). Na borda
inferior, as transi¢oes relevantes sdo a primeira do branco para o preto (seta 3) e a dltima
transigado do preto para o branco (seta 4 na Fig. 18). Por fim, para o corpo do tubo, as
transicoes relevantes sao iguais as definidas para a regiao da borda superior. A assinatura
final do objeto é entao formada por todos os pontos das transicoes relevantes, em todas

as regioes de interesse.

Observa-se ainda que, para o objeto do exemplo, sao necessarios dois conjuntos de
transi¢oes para uma descri¢ao completa: a assinatura esquerda, em linha grossa e continua
na Fig. 18, e a assinatura direita, em linha grossa e tracejada. O termo “esquerda” se re-
fere a posicao das bordas referentes a esta assinatura em relacao a imagem bidimensional
adquirida. O mesmo conceito é valido para o termo “direita”. A soma destas duas assi-

naturas compoem a assinatura final do objeto.

A geracao da assinatura é detalhada a seguir. A Fig. 19 mostra a construcao no tempo
da borda superior. A Fig. 20, a inferior. A Fig. 21 mostra a formacao da assinatura do

corpo e a Fig. 22 apresenta o processo completo. A temporizacao utilizada nestas figuras
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Figura 19: Geracao das assinaturas da borda superior do tubo.
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Figura 20: Geragao das assinaturas da borda inferior do tubo.
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Figura 21: Geragao das assinaturas do corpo do tubo.

foi referente a aquisicao realizada por uma camera NTSC padrao de vigilancia. Neste

exemplo, a assinatura foi completamente gerada em 3,5ms, apesar do baixo desempenho

da camera. Observe que, para um tubo, nao foi necessario finalizar a verredura do quadro

pela camera para gerar a assinatura completa.
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Figura 22: Composicao das assinaturas completas do tubo.

(=]

Assinatura

———

A Fig. 23 mostra o resultado desta etapa, desta vez apresentando a assinatura de um

tubo amassado.
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(a) Imagem adquirida. (b) Resultado da limiarizagao. (¢) Assinatura gerada.

Figura 23: Resultado da etapa de geracao da assinatura para um tubo
amassado.

Assim como na etapa de limiarizacao, a geracao da assinatura nao requer o arma-
zenamento de imagens na memoria. As transicoes relevantes podem ser identificadas na
medida em que a imagem adquirida é limiarizada, pixel a pixel. Ou seja, em paralelo com
as etapas anteriores. Com isto, mais uma vez, é possivel reduzir o custo da implementacao

da solugao e o tempo total de processamento.

4.4 Comparacao

Por fim, a tultima etapa da LEDges é a comparagao. Nesta etapa é realizado o reconhe-
cimento da assinatura gerada através de simples comparagoes entre esta, e as assinaturas

de um objeto padrao “bom”.

Foi utilizado um método estatistico extremamente simples com a finalidade de com-
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provar a viabilidade técnica das etapas anteriores. O método estatistico utilizado consiste
em calcular a média das assinaturas de dez objetos “bons” e utilizar estes valores como
referéncia. De fato, s6 é necessario armazenar duas assinaturas: (I) média + tolerancia
e (II) média — tolerancia. O valor da tolerancia pode ser baseado no desvio padrao das
dez assinaturas de objetos “bons” ou pode ser um valor fixo, definido experimentalmente
pelo operador. O primeiro caso, tolerancia baseada no desvio padrao, exige maior pro-
cessamento para obter as assinaturas de referéncia, porém permite a deteccao de erros
dimensionais menores. Estas assinaturas de referéncia podem ser vistas na Fig. 24. A
média esta representada na assinatura em linhas continuas e, as assinaturas descritas em
(I) e (IT), estao em linhas tracejadas. Se a assinatura do objeto sob inspegao estiver com-
pletamente contida entre as assinaturas (I) e (II), area destacada com preenchimento na
Fig. 24, o objeto sob inspecao ¢ classificado como “bom”. Se existir qualquer ponto das
assinaturas fora da faixa definida, o objeto é classificado como “ruim”. Ou seja, o resul-
tado desta etapa é um sinal bindrio indicando se o objeto sob inspecao esta de acordo

com as especificacoes da industria, ou nao.

Linha

Tempo ou pixel

Figura 24: Média de assinaturas de dez objetos “bons” + tolerancia
baseada no desvio padrao.

A comparacao, também pode ser realizada em paralelo com as etapas anteriores. E
possivel comparar a assinatura em construcao, linha a linha, com a faixa de tolerancia
previamente definida. Inclusive, assim que um ponto da assinatura em geracao for detec-
tado fora desta faixa, o sistema de IVA ja pode finalizar a andlise uma vez que, neste
momento, o objeto ja é classificado como “ruim”. Ou seja, a aquisicao da imagem pode

ser finalizada antes da varredura completa do quadro.

Apesar dos bons resultados obtidos apds implementacao desta etapa, conforme sera
apresentado nos proximos capitulos, o nimero de objetos utilizados para validagao desta

etapa ¢ insuficiente. Logo, a etapa de comparacgao ainda nao esta completamente definida,
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podendo ser modificada em trabalhos futuros com a utilizagao de uma analise estatistica

mais adequada, de redes neurais ou de légica fuzzy.

4.5 Restricoes para aplicacao da LEDges

Para a aquisicao das imagens, a LEDges tem as mesmas restricoes apresentadas nos
trabalhos similares (30-34), que dependem da reflexao difusa da luz no objeto sob inspe¢ao
para realizar corretamente o processamento. A LEDges depende do posicionamento rela-
tivo do objeto sob inspecao, da camera, da fonte de luz e do plano de fundo. Este tultimo
deve estar distante do primeiro plano em, pelo menos, a mesma distancia entre o primeiro
plano e a camera. A cor e o material do objeto também podem interferir nos resultados,
uma vez que a camera precisa capturar a luz do LED refletida pelo objeto. (I) A cor preta
absorve a luz emitida pelo LED, (II) materiais com alta refletividade podem nao refletir

a luz na dire¢do da camera e (III) objetos transparentes deixam passar toda luz do LED.

Além disto, bordas muito finas alinhadas radialmente com a camera podem nao ser
detectadas. Por exemplo, na regiao entre a borda superior e inferior da Fig. 18. Caso seja
necessaria a deteccao dessas bordas, é possivel implementar dois sistemas independentes
com a LEDges, capturando a imagem do objeto em dois angulos distintos, capturando

com boa definicao todas as bordas do objeto.

Quanto ao espectro, o LED deve emitir luz no mesmo comprimento de onda em que
a camera é sensivel na captura da imagem. Uma boa solugao foi implementada em (33).
Nesta, foram utilizados LEDs que emitem em 850 nm e é capturada somente a luz infra-
vermelha (850 nm 4+ 25 nm) proveniente da cena. Para tal, uma camera infravermelha
com um filtro 6ptico passa faixa adicional foram utilizados. Com isto, a luz proveniente do
plano de fundo que seja diferente de 850 nm, inclusive todo o espectro visivel, nao é cap-
turada pela camera. Porém, na indisponibilidade destes componentes, a técnica também
se mostrou eficiente mesmo com a utilizacao de cameras de amplo espectro: em todo o
visivel e infravermelho préoximo. Nesta categoria se incluem as cameras analdgicas mo-
nocromaticas de baixo custo utilizadas em vigilancia. No caso do uso destas cameras de
amplo espectro, é necessario apenas aumentar a poténcia do LED para que a camera

capture a regiao de interesse significantemente mais iluminada que o plano de fundo.

Sobre a definicao do limiar L na etapa de limiarizacao, ha também outras técnicas para
definicao deste valor que poderiam ser utilizadas na LEDges, como a limiarizacao 6tima,

selecao de limiar baseada nas caracteristicas de fronteiras e limiares baseados em diversas
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varidveis (37). Para ambientes nao-controlados, estas sdo mais robustas & variacao da
iluminacao, podem detectar objetos pequenos na imagem e com bordas mais sutis. Porém,
consomem mais recursos computacionais, requerem maior tempo para processamento e
necessitam que a imagem inteira seja armazenada na memoria para posterior calculo de
L. Logo, enquanto o ambiente da aplicacao da LEDges for controlado, é possivel utilizar

a técnica de limiarizacao global sem prejuizos para a taxa de acertos da IVA.

A respeito da identificacao das transicoes relevantes e regioes de interesse, serd pes-
quisada e desenvolvida uma ferramenta computacional que determine automaticamente
os parametros para a LEDges, tais como a quantidade e posicoes das regides nas quais a
imagem deve ser dividida, as regras para deteccao destas regioes pelo sistema computaci-
onal e o nimero de assinaturas necessarias para descrever o objeto. No momento, esta se
apresenta como a principal dificuldade para a aplicacao da LEDges em objetos complexos,

com muitos niveis de profundidade e bordas irregulares.

Por fim, a técnica de comparacao proposta resulta em uma andlise com uma faixa
de tolerancia bastante restrita para variagoes nas assinaturas. Inclusive minimos deslo-
camentos na assinatura, provenientes do posicionamento do objeto em relacao a camera,
resultam em uma detecgao falha de irregularidades nas bordas do objeto. Logo, esta
técnica deve ser aplicada apenas em ambientes que posicionem precisamente o objeto sob
inspecao em relagao a camera. Caso necessario, a andlise de assinaturas é uma area am-
plamente estudada e é possivel aprimorar esta etapa para que o sistema seja invariante a

deslocamentos do objeto em relacao a camera, além de possibilitar o ajuste da tolerancia.

Apesar destas restricoes, a LEDges estd bem ajustada para aplicacoes em ambientes

industriais onde, normalmente, tem-se o ambiente controlado.

4.6 Analise do capitulo

Foram observadas algumas vantagens competitivas da LEDges em relacao aos siste-
mas de IVA ja desenvolvidos. A LEDges é capaz de detectar todas as bordas do objeto
com alto desempenho através de um sistema embarcado e com uso reduzido de recur-
sos computacionais. Estes diferenciais viabilizam a utilizagdo de um sistema de IVA em
algumas aplicagoes industriais que nao tinham seus requisitos atendidos anteriormente,

sobretudo em inspecoes com requisitos de alto desempenho, compacto e de baixo custo.

Dentre os diferenciais da LEDges, a possibilidade de execucao paralela das quatro eta-

pas em um modelo de pipeline a nivel de pixel se destaca. Diretamente relacionado a isto,
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o uso da memoria ¢ significantemente reduzido, uma vez que nao é necessario armazenar
a imagem para processamento. Com isto é possivel reduzir o custo da implementagao da

solucao e o tempo total de processamento.

Outro diferencial, é a possibilidade de ser implementada em diversas arquiteturas
embarcadas, satisfazendo a demanda crescente por desempenho (tempo de resposta e pre-
cisao) e pelo uso minimo de recursos disponiveis (financeiro, humano, fisico e energético).
Sendo possivel, inclusive, a utilizacao de cameras analdgicas. Neste caso, além da aquisigao,
a limiarizacao também pode ser realizada analogicamente, através de um simples compa-
rador de tensao. Ou seja, nao é necessaria a utilizagao de um conversor analdgico-digital.
Com isto, é possivel aumentar os mesmos beneficios ja obtidos na redugao do uso de
memoria: reducao no custo da implementacao da solucao e no tempo total de processa-

mento.

Algumas restrigoes foram apresentadas. Comuns a todos os sistemas de IVA que se
baseiam na reflexao difusa da luz, as principais restrigoes estao relacionadas a cor, material
e posicionamento do objeto em relagao a camera e ao plano de fundo. Apesar destas, a

técnica se mostrou adequada para aplicagoes industriais.



66

5 Awaliacao de arquiteturas para
implementacao

A definicao da arquitetura a ser utilizada para implementacao da LEDges é baseada
nos recursos de hardware necessarios para executar o processamento da imagem e na
organizacao destes recursos, sempre visando atender aos requisitos da industria quanto a

inspecao.

O objetivo principal é atender corretamente a funcionalidade especificada. A segunda
prioridade é atingir a velocidade de inspecao e taxa de acerto necesséarias. O terceiro
objetivo, este de natureza economica, é reduzir os custos de producao. A flexibilidade para
atualizagao dos parametros da inspecao é outra qualidade desejavel. O esforco da equipe
de engenharia para desenvolvimento do sistema de IVA e o tempo para a disponibilizacao
deste no mercado também diferem entre arquiteturas. Por fim, ha a preocupagao com
a eficiencia energética. Porém, como o equipamento nao sera alimentado por baterias, e
sim pela rede de energia industrial, o consumo do sistema embarcado normalmente serda

inferior ao limite aceitavel, definido pela industria.

O procedimento para defini¢cao das arquiteturas que serao utilizadas nas implementagoes

da LEDges pode ser observada na Fig. 25.

Cada etapa do procedimento, apresentado na Fig. 25, sera detalhada nas proximas
segoes. Na secao 5.1, andlise da técnica, é realizada uma andlise preliminar do algoritmo e
a identificacao dos controladores necessarios. Na secao 5.2 é apresentada a modelagem da
LEDges, realizada em computador, enquanto a secao 5.3, otimizagao, identifica os gargalos
de desempenho no processamento dos dados e verifica a largura dos dados realmente
necessarios. Por fim, na secao 5.4, ¢ elaborada uma lista com as caracteristicas e restricoes
para as diferentes arquiteturas, bem como é verificada a adequacao da técnica com as

arquiteturas.
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Figura 25: Fluxo para definicao das arquiteturas.

5.1 Analise da técnica

A primeira etapa para definicao da arquitetura é realizar uma analise da técnica. Foi
realizada uma andlise simples, dividida em duas atividades: (i) uma andlise preliminar do

algoritmo e (ii) a identificacao dos controladores necessarios.
Na anélise preliminar do algoritmo, foram observados:

— Diagrama em blocos;

— Larguras dos barramentos requeridas para transferéncia das informacoes entre os
principais blocos funcionais;

— Taxa de transferéncia dos dados estimada entre os principais blocos;

— Utilizacao da memoria;

— Caracteristicas de processamento das principais operacoes aritméticas;

Um diagrama em blocos foi elaborado e é apresentado na fig. 26. Quando utilizada
uma camera digital, é necessario adicionar dois blocos. O primeiro, configura a camera,
ajustando parametros tais como: tempo de exposicao, sensibilidade dos sensores e area
da imagem a ser adquirida. O segundo, recebe os dados da camera e disponibiliza estes
para a etapa de limiarizacao. Neste segundo bloco pode ser realizada uma conversao
serial-paralela das informacgoes, pode ser convertido o padrao da imagem (por exemplo,
de RGGB para RGB) e pode ser filtrada a componente de cor de interesse (por exemplo,

disponibilizar somente a componente R da imagem RGB).

Foi verificada também a necessidade de uma etapa de pré-processamento. Apesar do
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Figura 26: Diagrama em blocos para avaliagao das arquiteturas.

ajuste do contraste facilitar a definicao do nivel do limiar, esta etapa foi descartada uma

vez que é necessario armazenar a imagem na memoria para realizar o pré-processamento.

Quanto a largura dos dados, foi verificado que a camera digital testada disponibiliza
uma imagem de 48 bits por pixel no padrao RGGB (12 bits por componente). Além
disto, os dados sao disponibilizados serialmente pela camera, no maximo, na metade da

frequéncia de clock fornecida para a camera.

Sobre o processamento das operacoes aritméticas, foi identificada uma computacao
nao-linear no calculo do desvio padrao, na etapa de comparagao. Deve-se entao testar se
a utilizacao de uma faixa de tolerancia fixa, definida pelo operador, atende aos requisitos

da IVA.

Quanto aos controladores, foram identificados trés controladores principais: na confi-
guragao da camera, na composi¢ao da assinatura do objeto a partir da identificacao das
regioes de interesse e na etapa de comparacao. Todos os trés controladores sao simples o

suficiente para implementacao em méaquinas de estados finitos.

5.2 Modelagem da LEDges em computador

A primeira etapa da LEDges, a aquisicao da imagem, foi realizada a partir de uma
camera de baixo custo, resolucao de 240 x 320 pixels, saida NTSC, e a transferéncia da

imagem para o computador através de uma placa de captura de video. A escolha da camera
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foi visando comprovar a viabilidade técnica da LEDges mesmo ao utilizar os componentes

de menor desempenho, resolucao e custo encontrados no mercado local.

As imagens de tubos foram adquiridas pela camera com o LED ligado. Uma imagem
de tubo “bom” é apresentada na Fig. 27. Observar que o ajuste automatico de brilho e
contraste foi realizado pelo hardware interno da camera, destacando as bordas relevantes

no primeiro plano.
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Figura 27: Imagem adquirida e armazenada no computador.

Além da imagem mostrada na Fig. 27, adicionalmente foram adquiridas e armazenadas

no computador 15 imagens de tubos bons e 40 de tubos amassados.

As trés etapas seguintes da LEDges foram modeladas em trés programas indepen-
dentes através de um software especifico para aplicacoes cientificas e em engenharia, o
FreeMat v4.0. A uma tela do FreeMat é exibida na Fig. 28. Este é similar aos softwares
comerciais MATLAB, da Mathworks, e IDL, da Research Systems, com o diferencial de

ser livre e ter cédigo aberto.

Na limiarizagao, a imagem adquirida é varrida da esquerda para a direita, de cima
para baixo, exatamente na ordem em que os pixels foram enviados para o computador.
Pixel por pixel, as intensidades destes sao comparadas com um limiar fixo, estabelecido
manualmente. Como a escala das imagens adquiridas é 256 niveis de cinza, o limiar foi
definido com o valor 128. Se a intensidade do pixel for maior que o limiar, o pixel corres-
pondente na imagem limiarizada tera valor 1. Caso contrario, o pixel tera valor 0. Esta
nova matriz, a imagem limiarizada, é criada na medida em que a imagem adquirida é

varrida. O resultado da limiarizacao realizada no FreeMat pode ser observada na Fig. 29.

A geracao de assinaturas também foi implementada. Assim como na etapa anterior,
a matriz da imagem limiarizada é varrida na mesma seqiiéncia na qual a imagem foi ad-

quirida. Para cada linha da imagem, sao armazenadas as transicoes relevantes. O nimero
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Figura 28: Tela do FreeMat.
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Figura 29: Imagem limiarizada.

de pixels entre o inicio de cada linha e a primeira transicao de preto para branco é arma-
zenada em um vetor, chamado assinatura_1 (fazendo referéncia a seta 1 na Fig. 18). Este
vetor é criado na medida em que a imagem ¢é varrida e o valor médximo armazenado no
vetor é 320, que é a distancia méxima possivel entre o inicio da linha e uma transigao.
Similarmente, o vetor assinatura_2 armazena a 1ltima transicao do branco para o preto. A
assinatura_3, a primeira do branco para o preto e o vetor assinatura_4 armazena a tltima
transicao do preto para o branco. Os quatro vetores armazenados sao apresentados na

Fig. 30.

A técnica necessita que a imagem seja dividida em regioes de interesse. No caso de
um tubo, sua imagem é dividida em trés regioes: borda superior, borda inferior e corpo
do tubo. Através da Fig. 30 e dos valores armazenados nos vetores é possivel observar

o numero de linhas com informacoes consistentes para cada regiao de interesse. Para as
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Figura 30: Vetores armazenados plotados.

imagens adquiridas pela camera de baixa resolucao, o nimero de linhas para cada regiao

foi 24. Logo, as trés regioes ocupam 72 linhas da imagem.

A assinatura final é descrita em forma de uma matriz com duas colunas e 72 linhas. A
primeira coluna armazena os valores referentes a assinatura esquerda, que é composta por
valores das assinaturas_1, nas regioes de borda superior e corpo do tubo, e assinatura_3, na
regiao de borda inferior. Similarmente, a segunda coluna armazena a assinatura direita,
composta por parte dos vetores assinatura_2 e assinatura_4. Logo, a assinatura completa
de um tubo é composta por 144 valores, cada valor variando entre 0 e 320. A matriz da

assinatura final é plotada na Fig. 31.

Cada posicao da matriz deve ter comprimento minimo de 9 bits para armazenar valores
entre 0 e 320. Logo, sao necessarios 162 bytes para armazenar a matriz. Porém, visando
reduzir a complexidade das operacoes no computador, foram reservados dois bytes para
cada posicao na matriz. Neste caso, sao necessarios 288 bytes de memoria para armazenar

a descricao do tubo.
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Figura 31: Matriz da assinatura final plotada.

A 1ltima etapa da LEDges, a comparacao, foi implementada a partir do célculo da
média e da tolerancia baseada no desvio padrao de dez assinaturas referentes a imagens
de tubos “bons”. Este calculo foi realizado no FreeMat utilizando fungoes especificas. Os
resultados foram armazenados em duas assinaturas de referéncia: “média + tolerancia”
e a “média — tolerancia”. Se a assinatura do objeto sob inspecao estiver completamente
contida entre as assinaturas de referéncia, o objeto sob inspecao é classificado como “bom”.
Se existir qualquer ponto das assinaturas fora da faixa definida, o objeto é classificado
como “ruim”. O resultado foi uma taxa de acerto de 100% na classificacao das 55 imagens

adquiridas.

5.3 Otimizacao

Nesta etapa foram identificados os gargalos de desempenho no processamento dos
dados. A principal modificacao no algoritmo esta relacionada com a adequacao da geragao

da assinatura da borda inferior para operacao em pipeline.

Quais linhas da imagem limiarizada compoem a borda inferior sé podem ser definidas
apos a varredura completa desta borda. Ou seja, a assinatura da borda inferior s6 pode ser
gerada ap0ds a varredura completa pela camera da regiao da borda inferior. Uma solucao
neste caso seria armazenar a imagem limiarizada na medida em que a camera adquire
e, ao detectar o fim da borda inferior, parar este armazenamento e fazer uma varredura
desta imagem armazenada, lendo as linhas e gerando as assinaturas de baixo para cima

nesta regiao da borda inferior.

Para nao ter que armazenar a imagem e perder a caracteristica de execucao em

pipeline sem uso intenso de memoéria, foi desenvolvido um algoritmo que armazena to-
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das as transicoes relevantes para a borda inferior, em todas as linhas da imagem, em
um buffer ciclico com tamanho igual ao niimero de linhas da borda inferior, definido a
partir da modelagem em computador. Ou seja, ao detectar o fim da borda inferior, o
processador simplesmente copia os dados gravados no buffer ciclico para a memoria que
compoe a assinatura do tubo sob inspecao. Como esta cdpia ocupa pouco o processador,
esta atividade pode ser realizada durante a varredura das linhas do corpo do tubo, sem

prejuizos para o desempenho da IVA.

Na otimizagao também foram verificadas as larguras dos dados realmente necessarias.
Por exemplo, foi verificado que uma imagem monocromaética de 8 bits por pixel, ao invés
dos 48 bits RGB fornecidos pela camera, ¢é suficiente para obter uma imagem limiarizada

adequada para a deteccao das bordas.

5.4 Escolha do processador

A escolha é entre processador de uso geral, uso especifico ou os dois associados. Para
tal, a LEDges e sua modelagem foram analisadas, tendo sido identificadas caracteristicas

favoraveis para a implementacao em FPGA ou ASIC, tais como:

1. O processamento ¢ dividido em blocos (aquisigao, limiarizacao, geracao da assinatura
e comparacao) que interagem de forma simples e imutavel. O modelo de execugao
se baseia em cada bloco processar o dado de entrada e disponibilizar o resultado
para a préxima etapa;

2. A computacao ¢ invariante no tempo! e nao é recursiva. Com isto, associado ao
item anterior, é possivel executar o processamento dos blocos em paralelo em um

modelo de pipeline;

3. Um dos principais parametros de desempenho da IVA é a taxa de inspecao, ou seja,
indicador baseado no fluxo de saida dos dados. Como esta também é a principal
preocupacao do processamento em pipeline, e considerando os dois itens anteriores,

reforca-se a possibilidade de implementacao em pipeline da LEDges;

4. O controle de fluxo dos dados é simples, ou seja, o fluxo nao depende dos valores dos
pixels adquiridos. Além disto, nao ha diversos modos de operagao, formatos de dados

ou parametros de configuracdao, uma vez que o ambiente da IVA é controlado, ou seja,

1. Seja um sistema relaxado que, quando sujeito a uma entrada qualquer u(t), produz uma saida y(t).
O sistema ¢é dito ser invariante no tempo se, e somente se, a resposta do sistema & entrada u(t+r) é igual
a y(t+r).
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este é configurado inicialmente e ocorrem poucas mudancas durante as inspecgoes.
Para controlar o fluxo é possivel implementar um simples contador associado a uma
maquina de estados finitos, que é uma tecnologia rapida, ocupa pouco espaco no
chip, eficiente no uso de energia e muito simples para se verificar e estimar os recursos

necessarios para implementacao;

5. O algoritmo ¢ fixo e previamente conhecido. Analisando este, observa-se um fluxo
de dados regular, sem computacao intensiva. Com isto é possivel reduzir a area
do chip e, ao transferir dados por conexoes fixas, os delays destas conexoes entre os
blocos funcionais. Além disto, a regularidade facilita o compartilhamento de recursos
de hardware, o reuso, e reduz o esforco para o desenvolvimento do sistema e sua
verificacao. De fato, a computacao mais irregular é no calculo do desvio padrao, na
construcao das assinaturas de referéncia. Como, esta atividade nao necessita de alto
desempenho, pode-se executar uma seqiiéncia de computacao irregular. Porém, se
necessario aumentar o desempenho, é possivel ainda construir uma look-up table?

seguido de interpolagao;

6. Quanto a capacidade de armazenamento, sabe-se que as memorias ocupam uma
extensa area no chip, sendo um componente que deve ser utilizado com eficiéncia.
Além disto, o uso intensivo da memoéria reduz o desempenho da IVA ou aumenta
significantemente o uso de recursos computacionais. A LEDges necessita de uma
meméria minima. Nao é necessario armazenar a imagem adquirida nem a limiari-
zada, sendo apenas necessario menos de 1 kB para armazenar as duas assinaturas

de referéncia;

7. A LEDges é insensivel aos efeitos da precisao aritmética finita, ou seja, ndo ne-
cessita da aritmética de ponto flutuante. Também nao necessita de largos barra-
mentos de dados nem enderecos. Por fim, nao sao realizadas muitas multiplicacoes
ou divisoes utilizando dados largos. Estes trés fatores impactam positivamente na
LEDges quanto ao tamanho do circuito, delays dos blocos l6gicos, comprimento das

interconexdes, capacitancias parasitas e dissipacao de energia.

Além das caracteristicas que sugerem a implementacao da LEDges em processadores
de uso especifico, também foi identificada uma oportunidade de sua implementacao em
processadores de uso geral, mais especificamente em microprocessadores de baixo desem-
penho. O principal gargalo para a implementacao nestes dispositivos é a necessidade de

utilizar um hardware independente para executar cada etapa do pipeline da LEDges.

2. Tabela de valores previamente construida contendo algumas entradas e os resultados dos proces-
samentos destas entradas ao efetuar uma determinada operagao.
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A seguir sao relacionadas as etapas da LEDges com o hardware da arquitetura baseada

em microcontrolador que deve ser utilizado para seu processamento.

1. Aquisicao dos dados: Camera analégica ou digital;

2. Limiarizacao: Comparador de tensao, se utilizado camera analégica, ou comparador

digital, se utilizado camera digital;
3. Geracao de assinaturas: Temporizador — Periférico comum em microcontroladores;

4. Comparacao: Unidade de processamento principal.

Como vantagens, em relacao a implementacao com FPGA, a arquitetura baseada em

microcontrolador:

1. E muito mais simples e rapida para implementar a modelagem realizada no FreeMat,

sobretudo se programado na linguagem “C”;
2. E mais flexivel para a passagem dos parametros da IVA;

3. Em geral, tem menor custo que a baseada em FPGAs, tanto no hardware quanto no
desenvolvimento do sistema de IVA. O menor custo é obtido nas aplicagoes que nao
exigem elevados desempenhos uma vez que é possivel utilizar uma camera analégica

de baixo custo na arquitetura baseada em microcontrolador de baixo desempenho.

Por outro lado, a arquitetura baseada em microprocessador tem menor grau de inte-

gracao na PCI? e, em geral, menor desempenho que a baseada em FPGA.

A ultima possibilidade é a integracao dos dois processadores. Por exemplo, as etapas
de limiarizagao e geracao de assinatura, que tém maiores fluxos de dados, podem ser rea-
lizadas em processador de uso especifico enquanto a comparagao, que tem fluxo irregular
e necessita de maior flexibilidade, em processador de uso geral. Apesar de ser uma solugao
bastante atraente, a utilizacao de dois processadores para implementacao da LEDges nao
se mostrou necessaria para atender os requisitos atuais de fluxo de dados e flexibilidade

estabelecidos neste trabalho.

Foi decidido entao implementar a LEDges em duas arquiteturas:

1. Baseada em FPGA para aplicacoes de elevado desempenho;

2. Baseada em microcontrolador para aplicacoes mais flexiveis e de menor custo.

3. Em geral, necessitara de um circuito externo ao microcontrolador ou computador para realizar a
limiarizagdo (um circuito comparador) e, se utilizada a camera analdgica, um segundo circuito externo
para identificar os pulsos de sincronismo do sinal NTSC. Estes dois circuitos externos nao sao necessarios
quando utilizada a arquitetura baseada em FPGA.
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Na Fig. 32 é apresentado um diagrama relacionando caracteristicas de desempenho,
esforco computacional e custo para a implementacao da LEDges. A faixa de esfor¢o com-
putacional da LEDges foi definida a partir de uma analise da modelagem computacional.
Ja o fluxo de dados, é estabelecido de acordo com a camera utilizada. Foram considera-
das duas faixas de resolucao de imagem. A primeira é aplicada a uma imagem adquirida
através de uma camera analégica com resolucao 640 x 480 pixels (VGA) e taxa de 30 qua-
dros por segundo. A segunda ¢ aplicada a uma imagem adquirida através de uma camera
digital e estd relacionada a uma imagem 1280 x 1024 pixels (XGA) a 60 quadros por
segundo. Ao realizar a interseccao entre as caracteristicas de eforco computacional e fluxo

de dados, obtemos duas regioes no grafico aonde podem ser implementadas a LEDges.
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Figura 32: Relacao entre fluxo de dados, esfoco computacional e custo
das solugoes para a implementacao da LEDges. Adaptado de
Kaeslin(1).

5.5 Analise do capitulo

A modelagem em computador comprova a viabilidade técnica da LEDges e permite
uma andlise do algoritmo e das conexoes necessarias entre os quatro blocos funcionais,

que implementam as etapas da LEDges, visando a escolha da arquitetura mais adequada
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para a implementacao embarcada desta técnica.

Como resultado desta andlise, a funcionalidade especificada pode ser atendida ade-
quadamente, tanto na arquitetura baseada em microprocessadores, quanto na baseada em

FPGA. Este é o objetivo principal na escolha da arquitetura.

A segunda prioridade é alcangar a velocidade de inspecao necessaria mantendo a taxa
de acerto obtida na modelagem, de 100%. Neste item as duas arquiteturas analisadas
diferem significantemente. No FPGA, a LEDges pode ser executada em imagens com

maior resolucao, detectando erros dimensionais menores, e em maior velocidade.

Enquanto a implementagao em microprocessador apresenta vantagens para atender
os trés proximos objetivos: reduzir os custos de producao, flexibilizar a atualizacao dos

parametros da inspegao e reduzir o esforco da equipe de engenharia para desenvolvimento

do sistema de IVA.

Logo, a LEDges ¢ flexivel quanto a escolha da arquitetura, devendo esta ser definida
apenas apds uma analise criteriosa do ambiente da inspecao, sobretudo do objeto a ser
inspecionado, e dos requisitos de desempenho, flexibilidade, custo e tempo de desenvolvi-

mento apresentados pela industria.
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6 Arquitetura baseada em
macrocontrolador e camera
analogica

A LEDges, em sistema embarcado, foi validada em duas arquiteturas. A primeira,
apresentada neste capitulo, baseada em microcontrolador. A segunda, assunto do proximo

capitulo, em FPGA.

As principais vantagens da arquitetura baseada em microcontrolador sao: (I) a flexi-
bilidade para atualizacdo dos parametros da inspecao, (II) o esforgo reduzido da equipe
de engenharia para o desenvolvimento da IVA e (III) os custos reduzidos para produgao.
Inclusive, visando a redugao de custos, a camera escolhida foi a analdgica de baixo de-

sempenho, padrao para aplicagoes de circuito fechado de TV (CFTV).

Como principal desvantagem, a arquitetura baseada em microcontrolador apresenta

baixa velocidade de inspecao em relagao a implementacao com FPGA.

Neste capitulo sera apresentado um diagrama em blocos da arquitetura e as etapas

da LEDges relacionadas com os blocos funcionais.

6.1 Diagrama em blocos

A arquitetura baseada em microcontrolador é composta pelos elementos de hardware

enumerados a seguir:

1. LED — Tem como proposito destacar as bordas do objeto sob inspecao e minimizar

o efeito de outras fontes de luz sobre este objeto;

2. Camera analdgica — Adquire a imagem cujas areas iluminadas do objeto em pri-
meiro plano tem altas intensidades, enquanto o plano de fundo e as sombras sao

exibidos em baixas intensidades;
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3. Comparador de tensao analdégico — Executa a segmentacao da imagem através da
limiarizacao do sinal proveniente da camera em dois niveis de intensidade: (I) o plano
de fundo e as sombras sao indicados através de regioes com intensidade zero, cor
preta; (IT) e dreas iluminadas nos objetos do primeiro plano sao indicadas através

da intensidade méaxima, cor branca;
4. Detector de sincronismo NTSC — Identifica o inicio de cada quadro e cada linha da
imagem adquirida. Este sinal é fundamental para a etapa de geracao da assinatura,;

5. Microcontrolador — Executa a geracao da assinatura e comparacao desta com as

assinaturas de referéncia.

O diagrama em blocos da arquitetura é apresentado na Fig. 33. As cores dos blocos
indicam a etapa da LEDges que o hardware implementa, conforme legenda. Cada etapa

terd sua implementacao detalhada nas segoes seguintes.

Detector de
sincronismo Microcontrolador
NTSC
" Detector Gerador d C dor d
e o d erador de _y Comparador de
sinc. de _ assinaturas assinaturas
‘ quadro N
3 . !
® Detector Periférico
. Banco de
= sinc. de captura 3 4
S . assinaturas
linha de tempo
LED
Comparador l
analégico
Controladores
Operador L i de poténcia
T B Atuadores
Legenda / Etapas da LEDges:
Aquisic¢ao
Limiarizacao
Geracao da assinatura
Comparacao

Figura 33: Diagrama em blocos.

Observar que, apesar da camera analdgica, nao ha o conversor analégico-digital para

digitalizar a imagem adquirida. Além disto, ndao ha médulos de memoria externos, sendo
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a memoria interna do microcontrolador suficiente para armazenar as assinaturas de re-

feréncia.

6.2 Estudo de caso: deteccao de amassados em tubos
de creme dental

A LEDges foi implementada e aplicada a um problema industrial real, onde defeitos
foram detectados em bordas de tubos de creme dental, deste modo, validando a viabilidade

técnica da arquitetura baseada em microcontrolador e camera analdgica.

Nas proximas secoes serao descritos os componentes de hardware utilizados para a

implementagao da LEDges nesta arquitetura.

6.2.1 Aquisicao da imagem

Para a iluminagao estruturada é utilizado um LFED vermelho, comprimento de onda
dominante de 627 nm, e poténcia elétrica de 1 W. A cor vermelha foi escolhida por
que é detectada eficientemente pelo sensor da camera CCD e estd no espectro visivel.
O padrao de radiagao é o lambertian com angulo de visao de 120°. Este padrao emite
maior intensidade luminosa na dire¢ao normal ao LED e decresce continuamente com o
angulo em relagao a normal. Com isto, as areas localizadas no centro da imagem sao mais

iluminadas que as na periferia da imagem.

A captura da imagem é realizada através de uma camera monocromética CCD, padrao
NTSC, com 240 linhas entrelagadas por quadro, 30 quadros completos por segundo. Esta
¢ uma camera de baixo custo, padrao em aplicagoes de CFTV. Comum em todas as
cameras deste tipo, o dispositivo utilizado realiza o ajuste automatico de brilho e contraste,

facilitando significantemente a etapa de limiarizagao.

A Fig. 34 mostra o aparato utilizado para a aquisicao da imagem. Observar que o
LED deve ser posicionado mais distante que a camera em relacao ao objeto sob inspecao.

Com isto a luz do LED nao incide diretamente na lente da camera.

A escolha da camera definiu o tempo total da inspecao uma vez que esta é a etapa
mais lenta da LEDges nesta arquitetura, e, as demais etapas (limiarizagao, geracao da
assinatura e comparacdo), sao realizadas em pipeline. Como a imagem é entrelagada, a
camera varre 30 quadros pares e 30 quadros impares por segundo. Se é possivel realizar

a inspecao com metade das linhas da imagem, ou seja, somente com um quadro par ou
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Tubo sob
N inspecao

Figura 34: Hardware para aquisicao da imagem.

somente com um quadro impar, teremos 60 quadros por segundo adquiridos pela camera,
sendo cada quadro com 120 linhas. Logo, o tempo para aquisicdo de um quadro (par ou

fmpar) é de 16,66 ms, que é aproximadamente o tempo total da inspecao.

Enquanto a resolucao vertical da camera é baixa, 120 linhas por quadro (par ou
fmpar), a resolucao horizontal da imagem adquirida é melhor. Sabendo que o clock do
processador é 60 MHz e que a camera varre uma linha da imagem em 53 us, a resolugao

horizontal é de 3179 divisoes por linha.

6.2.2 Limiarizacao

Na segmentacao da imagem a partir da limiarizacao, foi utilizado um comparador
analégico de tensao, o circuito integrado LM393, da National Semiconductor. Este CI
¢ de baixa poténcia, baixo custo, alta precisao e tem o slew rate! apropriado para a

limiarizacao.

Na etapa de limiarizac@o o sinal elétrico (padrao NTSC) da camera é comparado com
um nivel de tensao constante de referéncia (limiar), ajustado no inicio da IVA manual-
mente através de um resistor variavel de precisao. A saida do comparador é um sinal em
dois niveis, conforme apresentado na Fig. 35. Se a tensao do sinal NTSC é maior que a

tensao de referéncia, a saida é o nivel 16gico “1”. Caso contrério, a saida é “0”.

O nivel de tensao constante do limiar, utilizado como referéncia pelo comparador

1. Velocidade de resposta do amplificador instrumental a uma variacao de tensao na entrada.
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anal6gico, é ajustado, aproximadamente, no valor médio entre o preto (0,3 V) e o branco
(1 V) do sinal NTSC, ou seja, 0,65 V. O ajuste do limiar pode ser realizado com maior
precisao se a imagem limiarizada puder ser visualizada pelo operador. Para tal, foi cons-
truido um hardware adicional que gera um novo sinal NTSC a partir da soma ponderada
do sinal limiarizado e pulsos de sincronismo. Logo, a imagem limiarizada pode ser ob-
servada em qualquer aparelho de televisao. Em laboratério, foi utilizada uma placa de

captura de video para visualizar esta imagem no computador, conforme apresentado na

Fig. 36.

5V ........................................................................................

. Padrao
. P : NTSC
R o Branco
0,65 V I— Limiar
03V o f N L
OV Smcromsmo
Legenda:

— Regides néo visiveis do sinal NTSC: pré-scan (5,9 us) e post-scan (1,4 us).
Pulso de sincronismo de linha do sinal NTSC (4,7 us).

— Regiao visivel do sinal NTSC (51,5 pus)

— Tensao de limiar ajustado pelo operador

—— Saida do comparador de tensio

Figura 35: Sinal adquirido padrao NTSC e saida limiarizada.

Figura 36: Imagem limiarizada observada em um PC.
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6.2.3 Geracao da assinatura

A geragao da assinatura foi implementada no microcontrolador LPC2148, da NXP
Semiconductors, baseado no processador ARM7 TDMI. A linguagem de programacao
utilizada foi a “C” e o codigo fonte consistiu em uma tradugao do cédigo elaborado na
modelagem computacional executada no FreeMat. A memoria de programa ocupada foi

42 KB, que representa 8,2% da memdria total disponivel.

O LPC2148 possui periférico de captura de tempo, fundamental para a representacao
da imagem que ¢é baseada na distancia entre o inicio de cada linha e as transicoes entre o
preto e o branco nestas linhas. Quando é utilizada uma camera analégica, esta distancia
pode ser descrita a partir do tempo de varredura da camera entre o pulso de sincronismo

de linha e a transicao relevante no sinal limiarizado.

Quanto aos pulsos de sincronismo, o sinal NTSC possui trés tipos: sincronismo de
quadro, de linha e de cor. Para extrair esses pulsos, ¢ utilizado um circuito integrado de
baixo custo, o LM1881, da National Semiconductor. Este CI tem uma entrada, o sinal
NTSC, e quatro saidas: pulso de sincronismo de quadro, sincronismo de linha, tipo do
quadro (par ou fmpar) e sincronismo de cor. Estas duas tltimas saidas nao sao utilizadas

neste trabalho.

O pulso de sincronismo de quadro indica o inicio de um novo quadro, tanto par quanto
impar. Em outras palavras, indica o inicio de uma nova inspegao, uma nova assinatura.

O segundo, sincronismo de linha, indica o inicio de uma nova linha.

No LPC2148 foram utilizados 4 canais de captura de tempo: CAPO, CAP1, CAP2 e
CAP3, todos associados com o TIMERO, de 32 bits. Os valores capturados nesses canais
sao armazenados nos registradores T1, T2, T3 e T4, respectivamente, fazendo referéncia
a numeragao das setas na Fig. 18. Na inicializacao do programa, esses canais sao configu-

rados conforme descrito a seguir:

— Os canais CAP0O e CAP3 armazenam o valor do TIMERO em T1 e T4, respectiva-
mente, a cada transigdo do preto para o branco (borda de subida do sinal limiari-
zado).

— Os canais CAP1 e CAP2 armazenam o valor do TIMERO em T2 e T3, respec-
tivamente, a cada transicdo do branco para o preto (borda de descida do sinal

limiarizado).

A partir de entao, os quatro canais sao ativados no inicio de cada linha. Contudo, os

canais CAP0O e CAP2 sao desativados assim que estes detectam as primeiras transigoes.
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Ou seja, T1 e T3 armazenam apenas as primeiras transigoes do preto para o branco e do
branco para o preto, respectivamente. Enquanto CAP1 e CAP3 nunca sao desativados,
armazenando ao final da linha, em T2 e T4, as ultimas transicoes do preto para o branco

e do branco para o preto, respectivamente.

Assim que o inicio de uma nova linha é detectado, é verificado pelo bloco “gerador de
assinaturas” , conforme Fig. 33, se os valores armazenados em T1, T2, T3 e T4 representam
transicoes relevantes. Para LEDges aplicada a tubos, na borda superior sao relevantes T'1
e T2. Na borda inferior, T3 e T4 e, no corpo, T1 e T2. Se transicoes relevantes forem
identificadas, estas sao disponibilizada para a préxima etapa da LEDges: comparagao.
Além desta verificacao, ao detectar o pulso de sincronismo de linha, os valores armazenados
em T1, T2, T3 e T4 devem ser zerados para que o periférico realize novas medigoes de
distancias, referentes a linha atual. Observar que a verificacao das regioes de interesse e
transicoes relevantes ocorre em paralelo com a medicao de tempos, realizado pelo periférico

de captura de tempos.

A partir da modelagem realizada e apresentada na secao 5.2, foi observado que é
possivel extrair a assinatura a partir de 72 linhas da imagem, sendo 24 linhas para cada
regiao de interesse. Porém, como a imagem ¢ entrelagada, o quadro enviado para o micro-
controlador (par ou fmpar) tem metade das linhas. Logo, serao consideradas apenas 12
linhas para cada regiao de interesse da imagem: borda superior, inferior e corpo do tubo,
totalizando 36 linhas para construir a assinatura. Esta pequena quantidade de linhas para
formar a assinatura resulta em uma baixa resolucao vertical na detecgao de irregularida-
des nas bordas. Porém, suficiente para a aplicacao de deteccao de amassados em tubos
de creme dental. Ao final da identificacao da 362 linha com transi¢oes relevantes, ou seja,
ao final da regiao de corpo do tubo, a inspecao pode ser finalizada, mesmo que a camera

ainda nao tenha varrido a imagem inteira.

6.2.4 Comparagao

O método estatistico utilizado consiste em calcular a média e o desvio padrao das
assinaturas de dez objetos “bons” e utilizar estes valores como referéncia. A LEDges indica
que devem ser armazenadas duas assinaturas na memoria interna do microcontrolador: (I)
média + tolerancia e (IT) média — tolerancia, sendo a tolerancia igual ao dobro do desvio
padrao. Logo, como cada assinatura ocupa 72 posicoes de meméria, sao necessarias 144
posicoes da memoria interna do microcontrolador, dentre os 8 kB de memédria RAM que

o LPC2148 possui. Ou seja, as assinaturas de referéncia ocupam apenas 7% da memoria
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RAM disponivel no LPC2148.

Como esta etapa nao é foco do trabalho, as assinaturas de referéncia foram calculadas
no FreeMat pelo operador, enviadas para o LPC2148 via RS-232 e armazenadas no “banco
de assinaturas”, conforme diagrama em blocos (Fig. 33). Uma vez que as assinaturas
de referéncia sao armazenadas no microcontrolador, este pode executar a IVA de forma

autonoma, sem intervencao do PC.

A etapa de comparacgao conseguiu classificar 100% das 55 imagens adquiridas, sendo
15 de tubos “bons”, com dimensoes segundo as especificagoes da industria, e 40 de tu-
bos “ruins”. Algumas das imagens adquiridas e inspecionadas sao apresentadas entre as
Figs. 37 e 42. Além das imagens originalmente adquiridas, sao apresentadas também es-

tas limiarizadas, suas assinaturas (em linha continua) e as assinaturas de referéncia (em

linhas tracejadas). As assinaturas geradas foram transferidas do LPC2148 para o PC via
RS-232.
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Figura 37: Tubo “bom” 1.
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(a) Imagem adquirida. (b) Imagem limiarizada. (c) Assinatura gerada.

Figura 38: Tubo “bom” 2.
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Figura 39: Tubo amassado 1. Imperfeicao detectada na regiao da
assinatura inferior.
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Figura 40: Tubo amassado 2. O microcontrolador nao detectou a regiao
da borda inferior devido a impressao no tubo.
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(a) Imagem adquirida. (b) Imagem limiarizada. (c) Assinatura gerada.

Figura 41: Tubo amassado 3. Observar que a impressao nao modificou
a assinatura da regiao do corpo do tubo.
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Figura 42: Tubo amassado 4. A pequena imperfeicao modifica signifi-
cantemente a assinatura.

6.3 Analise do capitulo

Apesar dos componentes de baixo desempenho para aplicagoes de processamento de
imagem, a implementacao da LEDges na arquitetura baseada em camera analdgica e
microcontrolador resultou em uma taxa de acerto de 100% na classificacao dos tubos,

atendendo a funcionalidade requerida.

O desempenho alcancado foi de 16,66 ms por inspecao, suficiente para a aplicacao
de deteccao de irregularidades em tubos de creme dental. Quanto a resolucao, a imple-
mentacao apresentou baixa resolucao na deteccao das irregularidades, porém igualmente
suficiente para a aplicacao. Tanto a velocidade, quanto a resolugao, sao limitadas pela

camera.

A flexibilidade para atualizacao dos parametros da inspecao foi comprovada pela
atualizagao das assinaturas de referéncia via RS-232, pelo ajuste do limiar pelo usuario
e pela definicao das areas de interesse a partir da modelagem realizado no FreeMat.
Quanto ao esforco reduzido da equipe de engenharia para o desenvolvimento da IVA,
este foi comprovado pela simplicidade da tradugao do programa modelado no FreeMat
para a linguagem “C” utilizada no ARM7TDMI, que, inclusive, ocupou apenas 8,2% da
memoria disponivel. Por fim, os custos reduzidos para producao foram comprovados com
o uso de componentes de baixo desempenho, principalmente da camera analégica e do

microcontrolador.
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7 Arquitetura baseada em FPGA
e camera digital

A implementacao da LEDges em uma arquitetura baseada em FPGA e camera digital
visa um maior desempenho. Em comparagao com o microcontrolador, a LEDges pode ser
executada em imagens com maior resolucao, detectando erros dimensionais menores, e em

maior velocidade.

Na secao 7.1 é apresentado o kit FPGA utilizado. Os blocos funcionais desenvolvidos
para a implementacao da LEDges podem ser vistos na secao 7.2 e o estudo de caso,

detecgao de amassados em tubos de creme dental, na secao 7.3.

7.1 Kt Altera DE2-70

O hardware disponivel no CIn / UFPE e utilizado é o kit de desenvolvimento DE2-
70, com camera (placa D5M) e display de LCD (placa LTM), da empresa taiwanesa
TERASIC, conforme Fig. 43. Este kit esta equipado com um FPGA Cyclone 1T 2C70,
da ALTERA, que possui aproximadamente 70.000 elementos légicos (LEs) e uma ampla
memoéria, sendo adequado para aplicagoes multimidia. Adicionalmente, a Altera dispo-
nibiliza uma vasta documentacao para a placa DE2-70, incluindo exemplos de uso da

camera e do display que foram utilizados como ponto de partida para a implementacao
da LEDges.

O kit é composto pelos componentes de hardware listados a seguir, sendo os destacados

em negrito utilizados na implementacao da LEDges.

— FPGA Altera Cyclone® II 2C70:;

Osciladores de 50 MHz e 28,63 MHz para fonte de clock;

Camera Digital RGGB, CMOS, de 5 Mpixels (placa D5M);
Display de LCD RGB, touchscreen, de 4,3 polegadas (placa LTM).
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— Dispositvo para programacao USB com JTAG — USB Blaster;

— Botoes do tipo “pushbutton”, 4 unidades — KEYO0 a KEY 3;

— Chaves do tipo “toggle”, 18 unidades — SWO0 a SW17,

— LEDs vermelhos, 18 unidades — LEDRO a LEDR17;

— LEDs verdes, 8 unidades — LEDGO a LEDGT;

— Daisplays de 7 segmentos, 8 unidades;

— Dispositivo para programacao serial RS-232 — EPCS16;

— Memoéria SSRAM com 2 MB;

— Meméria SDRAM com 64 MB;

— Memoéria Flash com 8 MB;

— Entrada para cartao de memoria SD;

— CODEC de audio com 24 bits e conectores para entrada e saida do sinal;

— Conversor analdgico-digital para aplicagoes de video, VGA;

— Decodificador de TV (NTSC/PAL/SECAM) e conector para entrada do sinal de
video;

— Controlador para Ethernet com conector;

— Controlador USB com conectores;

— Driver RS-232 com conector DB-9;

— Conector para teclado ou mouse PS/2;

— Driver para IrDA, transmissao optica via infravermelho;

Conector SMA;

Camera digital

Display de LCD

Figura 43: Kit de desenvolvimento Altera DE2-70 para processamento
de imagens.

Quanto ao FPGA, que é o sistema computacional principal, o Cyclone IT EP2C70F896C6

possui as caracteristicas listadas a seguir.
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~ 68.416 LEs;
— 1.152.000 bits de memoéria RAM:;

— 50 multiplicadores embarcados;

— 4 PLLs;

— 622 pinos de E/S (I/O) disponiveis para o usudrio.

Além dos componentes de hardware disponiveis no kit, foi necessario apenas incluir

um LED para executar a iluminacao necessaria da LEDges.

7.1.1 Design inicial para aplicagcoes com camera e display de

LCD

Visando reduzir o tempo de desenvolvimento do sistema de IVA, foi utilizado um
design fornecido com o kit da Terasic. Devido a restri¢oes no tempo de desenvolvimento,
a demonstracao utiliza recursos que nao serao utilizados na validacao da LEDges, como

a transferéncia da imagem capturada via conector VGA e para o computador via USB.

O sistema de aquisicao e visualizacao de imagens, fornecido pela Terasic, possui as
configuragoes e funcionalidades listadas a seguir, das quais somente os dois primeiros itens,

em negrito, foram mantidos na implementagao da LEDges.

— Pressionando o botao KEYO0 da placa DE2-70, reinicializa-se o circuito;

— A chave SWO0 e o botao KEY1 ajustam o tempo de exposicao da camera.
Quando SW|0] esta desligada, o tempo de exposi¢ao é aumentado a cada
acionamento de KEY1. De modo contrario, se SWO0 esta ligada, o tempo
de exposicao é reduzido a cada acionamento de KEY1;

— Ao pressionar o botao KEY3 o sistema exibe no display de LCD, em constante
atualizagao, as imagens capturadas pela camera;

— Ao pressionar o botao KEY2 o sistema exibe no display de LCD a tultima imagem
capturada pela camera, ou seja, tira uma foto;

— A chave SW16 liga e desliga o zoom. Se modificada esta chave, deve-se pressionar
seqiiencialmente os botoes KEY0 e KEY3 para que a modificacao tenha efeito.

— Os displays de 7 segmentos apresentam a contagem de quadros capturados;

— Os LEDs verdes indicam uma contagem bindria das linhas varridas pela camera,

reiniciando a contagem no inicio de cada quadro.

Para implementar as funcionalidades descritas, a Terasic implementou 6 médulos fun-

cionais principais conforme enumerados a seguir, dos quais os trés primeiros, em negrito,
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sao modificados na implementagao da LEDges.

. Médulo de captura dos dados da camera (placa D5M). Além das in-
tensidades dos pixels, recebe os sinais de quadro valido, linha valida e
pixel clock. Este médulo também fornece para a camera o sinal de clock

principal,

. Médulo de configuragao do sensor via protocolo de comunicagao I12C,
composto pelo driver I?C e uma lista contendo os enderecos e valores

dos registrados que devem ser atualizados na reinicializacao do sistema,;

. Conversor do padrao Bayer fornecido pela camera, também conhecido
como RGGB, de 48 bits, para o padrao RGB, de 30 bits;

. Controlador da memoria SDRAM. Este médulo armazena as imagens adquiridas na

meméria SDRAM e recupera estas para exibigao no display de LCD;

. Driver do display LCD, que envia o sinal de clock e os valores dos pixels para a
placa LTM;

. Médulo de configuragao do display de LCD via o protocolo de comunicacao SPI.

Um detalhamento destes médulos sera apresentado na préxima segao.

O diagrama em blocos simplificado do design pode ser observado na Fig. 44.

Configuracao
do LCD

J‘ Moédulo de J\ Conversor o SPI
via

captura de RGGB
dos dados —l/ para RGB

il da camera de 30-bits Driver do
Camera display LCD /| Display
- C(Zlnflgura(;ao Controlador da
_ Cosensor meméria SDRAM
\l’ via I12C
FPGA
J L

| Memoéria SDRAM |

Placa D5M Placa DE2-70 Placa LTM

Figura 44: Diagrama em blocos do exemplo.
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7.2 Blocos funcionais da implementacao da LEDges
em FPGA

O sistema de IVA foi segmentado em 6 grandes blocos funcionais, conforme apre-
sentado a seguir, os quais sao compostos pelos médulos descritos na secao anterior, com

algumas modificacoes, e por médulos novos, visando atender a LEDges.

1. Aquisicao da imagem;
2. Limiarizacao;

Geracgao da assinatura;
Comparagao;

Visualizagao no LCD;

A

Modulo de reset.

7.2.1 Aquisicao da imagem
Este bloco é composto por trés modulos:

1. Captura dos dados da camera;
2. Conversor de RGGB para RGB 30 bits;

3. Configuracao do sensor via I2C.

Captura dos dados da camera

Este médulo é responsavel por realizar a interface de dados com o sensor CMOS
localizado na placa D5M. A camera disponibiliza os pizels no padrao Bayer, que consiste
em 4 cores: vermelho (R), verdel (G1), verde2 (G2), azul (B). Este padrao também é
conhecido por RGGB. O padrao Bayer imita a resposta ao espectro visivel do olho humano
ao ser mais sensivel a cor verde em relacao as cores azul e vermelho. A intensidade de cada
cor é disponibilizada em 12 bits, totalizando 48 bits por pizel, e estes bits sao enviados
em 4 pulsos de clock principal através de um barramento de 12 bits. O médulo de captura
dos dados da camera recebe estes 4 conjuntos de bits e disponibiliza em paralelo todos os

48 bits recebidos para a préxima etapa do processamento.

Além dos valores de R, G1, G2 e B, a camera envia também os sinais de quadro valido

(fval) e de linha vélida (Ival). Estes sao fundamentais uma vez que a camera digital, assim
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Figura 45: Regiao valida da imagem e sinais de linha e quadro validos.

como a analdgica, varre regioes em que nao ha imagem valida, conforme apresentado na

Fig. 45.

A partir de uma operacao logica “E” entre quadro vélido e linha vélida, é obtido e
disponibilizado para a préxima etapa o sinal dado vélido (dval), conforme Fig. 46. O sinal
dado valido indica os momentos nos quais o pizel disponibilizado na saida do modulo de

captura contém informacoes da imagem valida.

Fval

Lval

Dval

Figura 46: Sinais fval, lval e dval.

Por fim, a camera disponibiliza o sinal pizel clock que alterna de estado sempre que
um pizel é disponibilizado. Este sinal é a base de tempo utilizada em todas as demais

etapas de processamento dos pizels.
Conversor de RGGB para RGB 30 bits

Este moédulo converte o padrao Bayer, RGGB, para o padrao RGB, que ¢é utilizado pelo

display de LCD para exibicao das imagens. Neste mdédulo também é reduzida a largura
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de bits necessaria para representar um pizel, de 48 bits disponibilizados pelo médulo de
captura para 30 bits, sendo 10 bits para representar a cor vermelha (Componente_R), 10
para a cor verde (Componente_G) e 10 para o azul (Componente_B). A escolha de 30 bits
otimiza o uso da memédria SDRAM para armazenar a imagem uma vez que cada posi¢ao

da memoria tem 32 bits.

RGGB RGB
Figura 47: Conversao do padrao Bayer (RGGB) para RGB.

Além dos 30 bits em paralelo, este médulo ainda disponibiliza a contagem de linhas
(XCont) e de colunas (YCont). Na configuragao realizada, resolugao de 640 x 480 pixels,
XCont varia de 0 a 639 e YCont, de 0 & 479. Inclusive os bits YCont[8:1], bits mais

significativos na contagem das linhas, estao associados aos LEDs verdes LEDGI7:0].
Configuragao do sensor via I2C

O médulo de configuracao do sensor CMOS é composto por dois sub-mddulos:

1. Armazenamento dos valores de referéncia para configuracao dos registradores do

sensor;

2. Interface de comunicacao I?C.

O primeiro sub-moédulo é responsavel pelo armazenamento de todos os valores que
serao transferidos para os registradores do sensor CMOS. No total sao 42 registradores
que precisam ser configurados na inicializagdo do sistema de IVA. Dentre estes, alguns

podem ser alterados pelo usuario.

A chave SWO0 e o botao KEY1 ajustam o tempo de exposi¢do da camera, ou seja,

altera o valor do registrador 0x00C. Quando SWO0 esta desligada, o tempo de exposi¢ao
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¢ aumentado a cada acionamento de KEY1. De modo contrério, se SWO0 esta ligada, o

tempo de exposicao é reduzido a cada acionamento de KEY1.

A chave SW3 habilita a geragao de padroes pela camera. Foi configurado através
dos registradores de 0x0A0 a 0x0A4 que, ao ligar a chave SW3, a camera transmite um
padrao de barras verticais em dois niveis de cinza, conforme Fig. 48. Na figura, as barras
estao na horizontal por que a placa LTM, na qual estd o display, é rotacionada em 90°em
relacao a base da placa DE2-70. Este modo de operacao foi especialmente 1til no inicio da
implementacao da LEDges no teste da etapa de limiarizacao e na deteccao das transicoes

relevantes.

Figura 48: Padrao de barras verticais gerado pela camera e exibido no
display de LCD do kit.

O segundo sub-médulo, a interface de comunicacao I?C, é responsavel pela transmissao
dos dados entre o FPGA e o sensor CMOS, considerando todas as especifica¢ées do proto-
colo de comunicacao I2C. Este médulo tem uma porta de saida e uma porta bidirecional

para a camera: o pino de clock (SCLK) e o de dados (SDAT), respectivamente.

7.2.2 Limiarizacao

Este médulo é um simples comparador digital, sincrono com o pizel clock, com duas
entradas de 8 bits. Uma entrada recebe os 8 bits mais significativos do sinal Compo-
nente_R e a outra, o limiar. Somente a componente vermelha do sinal RGB é utilizada na
limiarizacao por que esta é a que tem melhor sensibilidade para a deteccao da reflexao,

pelo objeto sob inspecao, da luz vermelha, emitida pelo LED.

O valor do limiar utilizado para a comparacao pode ser simplesmente o valor ajustado



96

pelo usudrio em SWI[17:10], se SW9 estiver ligada, ou pode ser definido automaticamente
pelo FPGA. Se SW9 estiver desligada, o FPGA tentard, através do ajuste automaético
do limiar, manter o nimero de pizels brancos igual ao valor ajustado em SW[17:10]. Na
pratica, se o ambiente da IVA ficar “mais claro” ou “mais escuro”, o limiar é ajustado

para que a imagem limiarizada permaneca inalterada.

Os valores de limiar podem ser observados no display de 7 segmentos da placa DE2-70.
Nos displays T-seg|7:4] é apresentado o valor ajustado nas chaves SW[17:10]. Nos displays
7-seg[3:0] é apresentado o valor definido automaticamente pelo FPGA como limiar. Ob-

servar que este valor sé tera sentido se o modo automatico estiver habilitado.

A saida deste médulo é um sinal binario de 1 bit, o pizel limiarizado. Se o sinal

Componente_R for maior que o limiar, o pizel limiarizado é “1”. Caso contrario, “0”.

7.2.3 (Geracao da assinatura

Este bloco é composto por dois modulos:

1. Detecgao de transigoes relevantes;

2. Composicao da assinatura do objeto a partir da identificacao das regioes de interesse.

Este bloco é o tinico em que nao ha a interface direta com o usuario.
Deteccao de transicoes relevantes

Este modulo tem apenas trés entradas: o pixel limiarizado, o pixel clock e o linha vélida
(lval). Quando o sinal linha vélida ¢ habilitado, o FPGA comega a contar o nimero de
“pixzel clock”™ que ocorre entre o inicio da linha, marcado pela borda de subida de lval, e

as transicoes relevantes. Logo, para todas as linhas vélidas, sao gerados 4 dados:

— Assinatura_1: Numero de “pizel clock” entre o inicio da linha e a primeira transicao
do preto para o branco;

— Assinatura_2: Numero de “pizel clock” entre o inicio da linha e a tltima transig¢ao
do branco para o preto;

— Assinatura_3: Numero de “pizel clock’ entre o inicio da linha e a primeira transigao
do branco para o preto;

— Assinatura_4: Numero de “pizel clock” entre o inicio da linha e a tltima transicao

do preto para o branco.
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Como o valor maximo de uma assinatura é 479, devido a largura da imagem em pizels,

cada assinatura necessita de um registrador com largura de 9 bits para ser armazenada.

Como saida, este médulo disponibiliza em paralelo as 4 assinaturas geradas e duas
saidas independentes que indicam com um pulso quando ocorre uma transigao positiva (do
preto para o branco) ou uma transigao negativa (do branco para o preto). Estes pulsos sao

utilizados somente para exibir no LCD os pontos em que o FPGA detectou as transigoes.

Composicao da assinatura do objeto a partir da identificacao das regioes

de interesse

Este modulo tem como entradas os sinais de assinatura_1, assinatura_2, assinatura_3

e assinatura_4, lval, YCont e pixel clock.

De acordo com a técnica proposta, a assinatura final é composta pelas assinaturas
esquerda e direita. E estas duas sao formadas no final da varredura das linhas, na borda
negativa de lval, e sao compostas pelas assinaturas 1 e 2, para a borda superior e corpo

do tubo, e assinaturas 3 e 4 para a borda inferior.

Como primeira atividade do moédulo, é necessario detectar as regides de interesse:
borda superior, borda inferior e corpo do tubo. Exatamente como descrito pela técnica, a
borda superior é definida como as primeiras linhas adquiridas apds a identificacao do pri-
meiro pizel branco. A borda inferior, foi definida pelas ultimas linhas adquiridas enquanto
houver mais de duas transicoes detectadas para cada linha. Por fim, o corpo foi definido
como as primeiras linhas da imagem imediatamente apés a regiao da borda inferior. A

contagem destas linhas é auxiliada por YCont.

O resultado deste moédulo sao dois sinais de assinaturas: a direita e a esquerda, e
como esperado, ambas com 9 bits. Além da assinatura do objeto referente a uma linha,
¢ disponibilizado um sinal bindrio de assinatura vélida (sigval). E enviado um pulso por
esta via ao final das linhas pertencentes as regioes de interesse, ou seja, quando novas

assinaturas forem disponibilizadas.

7.2.4 Comparagao

O moédulo de comparacao é responsavel por comparar a assinatura gerada com as
assinaturas de referéncia, armazenadas na memoria do FPGA. Como esta etapa nao é o
foco da LEDges, o método de comparacao foi simplificado. As assinaturas de referéncia

sao armazenadas quando a chave SW4 esta ligada. Posiciona-se um objeto “bom” para
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ter sua imagem adquirida e liga-se a chave SW4. A partir deste momento, desliga-se a
chave SW4, e todas as demais assinaturas geradas serao comparadas com as de referéncia,

geradas a partir de um objeto “bom”.

Com somente uma assinatura como base nao é possivel obter o desvio padrao. Logo,
foi definido um valor fixo como margem de tolerancia, ajustado a partir de observacoes
experimentais. Os valores das assinaturas de referéncia armazenadas foram: (I) assinatura
base + tolerancia e (II) assinatura base — tolerancia. Se a assinatura do objeto sob inspegao
estiver completamente contida entre as assinaturas (I) e (II), o objeto sob inspegao é
classificado como “bom”. Se existir qualquer ponto das assinaturas fora da faixa definida,

o objeto ¢ classificado como “ruim”.

Este médulo tem somente uma saida: o resultado final da inspecao. Este esta conectado
ao LED verde LEDGS8. Se o LED acender durante a IVA significa que o objeto sob inspecao

esta de acordo com as especificagoes da industria.

7.2.5 Visualizacao no LCD

O bloco de visualizacao no LCD é composto por 5 médulos:

1. Seletor;

Controlador da memoria SDRAM_1;
Controlador da memoria SDRAM_2;
Interface de dados com o LCD;
Configuracao do LCD via SPI.

AR O

A implementagao da LEDges somente alterou os valores que sao armazenados na
meméria SDRAM em relagao ao design original fornecido pela Terasic. Para tal, foi in-
cluido o médulo seletor e nenhuma linha de cédigo contida nos quatro modulos seguintes

foi modificada.

Na placa DE2-70 existem dois chips de memoria SDRAM. Cada chip tem uma largura
de 16 bits. Logo, um banco de memoria com os dois em paralelo tem 32 bits de largura, que
é suficiente para armazenar os 30 bits de um pizel por enderegco. O mdédulo SDRAM_1 ar-
mazena os 10 bits da componente azul e 5 bits da componente verde. O médulo SDRAM_2

armazena os 5 bits restantes da componente verde e 10 bits da componente vermelha.

A implementacao da LEDges incluiu o moédulo seletor que possui duas chaves de

interface com o usuario, a SW1 e SW2, que permitem modificar as informagoes exibidas
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no display, a partir do chaveamento dos dados que sao enviados para o banco de memoria

SDRAM, de acordo com a tabela 2.

Tabela 2: Modos de exibicao no display de LCD.

SW1 SW2 Informacgao exibida
Desligado | Desligado | Imagem original com as 3 componentes de cores
Ligado | Desligado | Imagem original, apenas com a componente vermelha de
cor, sobreposto a identificacao dos pontos de transicao
entre o branco e o preto.
Ligado Ligado | Imagem limiarizada exibida na cor vermelha, sobreposto
a identificacao dos pontos de transicao entre o branco e
0 preto.

Os trés modos de exibigao sao exemplificados na Fig. 49.

(a) Imagem original com as 3 (b) Imagem original, apenas (¢) Imagem limiarizada na cor
componentes de cores. com a componente vermelha vermelha e identificagao dos
exibida no LCD. pontos de transicao.

Figura 49: Modos de exibicao no LCD. Exemplo de exibicao de um
tubo com o LED desligado.

7.2.6 Moddulo de reset

Este médulo também nao foi modificado na implementacao da LEDges. O moédulo de
reset é responsavel por reiniciar os demais médulos na seqiiéncia adequada. Ao pressionar

o botao KEYO0, sao gerados trés pulsos de reset seqiiénciais:

— DLY_RST_0 — Reinicia os médulos de SDRAM,;
— DLY_RST_1 — Reinicia os médulos conversor de RGGB para RGB 30 bits e con-
figuracao do sensor via I2C;

— DLY_RST_2 — Reinicia o moédulo de captura dos dados da camera.
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Na tabela 3 é apresentado um resumo da interface entre a LEDges implementada em

FPGA e o usuario.

Tabela 3: Interface da LEDges com o usuario.

Chave | Funcionalidade
Aquisi¢ao da imagem
KEY1 Incrementa ou decrementa o tempo de exposicao
SWO0 Seleciona entre incrementar ou decrementar o tempo
SW3 Gera um padrao para testes
LEDG]T7:0] Apresenta contagem das linhas varridas
Limiarizacao
SW[17:10] Define o valor do limiar
SW9 Habilita a definicao automatica do limiar

Disp. 7-seg [3:0]

Exibe o valor do limiar ajustado manualmente

Disp. 7-seg [7:4]

Exibe o valor do limiar ajustado automaticamente

Comparagao

SW4

Armazenar a assinatura padrao

LEDGS

Indica o resultado final da IVA

Visualizagao no LCD

SW1

Seleciona entre apresentar as intensidades adquiridas
para as componentes verde e azul da imagem ou apresen-
tar os pontos aonde foram detectadas transicoes entre o
preto e o branco na imagem

SW2

Seleciona entre apresentar a intensidade adquirida para
a componente vermelha da imagem ou apresentar a ima-
gem limiarizada na cor vermelha

Modulo de reset

KEY0

‘ Reinicia a IVA

E na Fig. 50, a imagem da placa DE2-70 com o posicionamento dos botodes, chaves,

LEDs e displays.

7.2.8 Diagrama em blocos

Na Fig. 51 é apresentado um diagrama em blocos. As cores de preenchimento nas

caixas de texto se referem a etapa de processamento da LEDges, conforme legenda.
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LED Verde
LEDG][8

Displays 7 segmentos
DISP-7[7:0]

LEDs Vermelhos
LEDR[17:0]

LEDs Verdes
LEDGI7:0]

' |~
e Y
Chaves “toggle” :
SW[17:0]

Botdes “pushbutton”
KEY[3:0]

Figura 50: Interface com o usuério da placa DE2-70.

7.3 Estudo de caso: deteccao de amassados em tubos
de creme dental

Assim como na arquitetura baseada em microcontrolador e camera analdgica, a LEDges
foi implementada em FPGA e camera digital, e aplicada ao mesmo problema industrial

real, onde defeitos foram detectados em bordas de tubos de creme dental.

Nas proximas secoes, esta aplicacao sera descrita, bem como os componentes de

hardware utilizados para a implementacao da LEDges nesta arquitetura.

7.3.1 Aquisicao da imagem
Os parametros ajustados e testados na etapa de aquisicao da imagem foram:

1. Tluminacao com o LED: ligado e desligado;
2. Componentes de cores a serem adquiridas: RGB e somente R;
3. Intensidade da iluminagao ambiente: 500 lux e 150 lux;

4. Tempo de exposicao da camera: curto e longo.

O primeiro item esta relacionado com a iluminacao estruturada proposta pela LEDges.
Na Fig. 52 sao apresentadas as imagem adquiridas, com o LED desligado e ligado. O LED
é o mesmo utilizado na arquitetura com microcontrolador: LED vermelho 1W. Ambas as
imagens foram adquiridas com as componentes RGB, iluminacao ambiente de 750 lux e

longo tempo de exposicao da camera.
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Figura 51: Diagrama em blocos.
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(a) LED desligado. (b) LED ligado.

Figura 52: Influéncia da iluminagao com LED proposta na LEDges na
aquisicao da imagem.

Observar que o objeto em primeiro plano se destaca em relagao ao plano de fundo
quando o LED esta acionado. Porém, ao contrario da camera analdgica utilizada na
arquitetura baseada em microcontrolador, a camera digital nao tem ajuste automéatico de
brilho e contraste, ficando ainda presente na imagem os elementos iluminados no plano
de fundo.

O segundo item a ser ajustado é a componente de cor que sera adquirida. Conforme
descrito pela LEDges, é desejavel que somente a luz do LED refletida no objeto sob
inspecao seja capturada pela camera, ou seja, para que a aquisicao da imagem seja re-
alizada somente no comprimento de onda (cor) do LED. Com isto é possivel reduzir a
intensidade do plano de fundo e sombras em relagao as areas iluminadas com o LED no
primeiro plano. Na arquitetura baseada na camera analdgica, a selecao da componente
de cor para a aquisi¢ao nao é possivel por que a camera é monocromatica. Porém, com a
camera digital colorida é possivel adquirir somente uma componente de cor da imagem.
Logo, se o LED utilizado é vermelho, a imagem adquirida devera conter somente a com-
ponente de cor vermelha (R). Na Fig. 53 é apresentado um tubo nas componentes RGB
e somente com a componente R. Ambas as imagens foram adquiridas com o LED ligado,

iluminagao ambiente de 750 lux e longo tempo de exposicao da camera.

Observar que o tubo estd com sua imagem completamente saturada na componente
R. Esta saturacao facilita significantemente a segmentacao a partir da limiarizacao do

histograma.

O terceiro parametro testado foi a iluminacao ambiente. Para tal, foi utilizado um
luximetro profissional e observada a norma NBR5413. Foram testados dois casos. O pri-

meiro, realizar a IVA em um ambiente com iluminacao apropriada para tarefas industriais,
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(a) Componentes RGB (b) Somente componente R

Figura 53: Aquisicao da imagem com as componentes RGB e
somente R.

trabalho de maquinaria médio, ambientes de escritério e tarefas com requisitos visuais nor-
mais. A intensidade luminosa média no ambiente nestes casos é de 750 lux. O segundo
caso, em ambentes de trabalho bruto de maquinaria. A intensidade luminosa média neste
caso ¢ de 300 lux. A Fig. 54 apresenta duas aquisi¢oes da imagem de um tubo nas duas
condicgoes de iluminagao citadas. Ambas as imagens foram adquiridas com o LED ligado,

somente com a componente R e longo tempo de exposicao da camera.

(a) luminagdo ambiente de 750 lux. (b) Tluminagao ambiente de 300 lux.

Figura 54: Influéncia da iluminacao ambiente na imagem adquirida.

Observar que os objetos do plano de fundo sao capturados pela camera com maior

intensidade no ambiente mais iluminado.

Por fim, foi analisada a influéncia do tempo de exposicao na imagem adquirida. Este
parametro influencia significantemente o tempo total da IVA uma vez que este define o
“pizel clock”. Quanto mais rapida for a exposicao, menos luz serd captada pelo sensor.
Na Fig. 55 sao apresentadas duas imagens adquiridas com diferente tempo de exposigao.

A primeira, adquirida com um tempo de exposicao mais longo, resultando em uma taxa
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de 50 aquisigoes por segundo. A segunda, com um tempo de exposi¢gao mais curto, resulta
em uma taxa de 100 aquisicoes por segundo. Sendo o limite, obter uma taxa de aquisi¢cao
de 150 quadros por segundo na resolucao de 640 x 480 pixels. Ambas foram adquiridas

com o LED ligado, somente com a componente R e iluminacao ambiente de 750 lux.

(a) Longo tempo de exposicao. (b) Curto tempo de exposicao.

Figura 55: Influéncia do ajuste do tempo de exposicao na aquisi¢ao
da imagem.

Observar que para compensar a curta janela de tempo para entrada de luz, é necessario
iluminar vigorosamente o objeto sob inspecao. Ja o plano de fundo, que nao é iluminado

fortemente, nao tera sua imagem capturada com alta intensidade.

Dois parametros de interesse nao foram ajustados. O ajuste da resolugao da imagem
iria modificar o espago necessario para armazenamento da imagem na memoéria SDRAM,
sendo necessarios ajustes no controlador de memoria. Além disto, seria necessario ajustar
todo o bloco de visualizagao no display de LCD. O segundo parametro é o foco da camera.
Neste caso, a dificuldade esteve na montagem mecanica e disponibilizacao das lentes
necessarias para ajuste do foco. Os ajustes destes parametros permitiriam a identificagao
de irregularidades com dimensoes menores e nao foram realizados por restricao no tempo
de implementacao da LEDges e por nao serem imprescindiveis para o estdgio atual deste

trabalho.

7.3.2 Limiarizacao

A limiarizacao foi testada em duas situagoes: com o plano de fundo distante e com o
plano de fundo proximo. Todos os casos ocorreram com iluminagao ambiente de 750 lux,

limiarizando a componente R da imagem e longo tempo de exposicao da camera.

Nas Figs. 56 e 57 sao apresentadas as limiarizagoes com o plano de fundo distante

(aproximadamente a 2,5 m do tubo sob inspegao). A Fig. 56 mostra a limiarizagao com o
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LED desligado enquanto a Fig. 57, com o LED ligado.

(a) Imagem adquirida — (b) Imagem adquirida — (¢) Imagem limiarizada.
Componentes RGB. Componente R.

Figura 56: Limiarizacao com o LED desligado.

As bordas ressaltadas com riscos verdes e azuis na Fig. 56(b) sdo devidas a chave
SW1 ligada e ao limiar ajustado. Ou seja, as transi¢des na imagem limiarizada sao de-
tectadas (apesar da imagem limiarizada nao estar exibida no display) e, estas transigoes,
apresentadas no display de LCD. Este modo de operagao, onde se visualiza no LCD a

componente R e as bordas detectadas, é 1util para ajustar o valor do limiar.

(a) Imagem adquirida — (b) Imagem adquirida — (c¢) Imagem limiarizada.
Componentes RGB. Componente R.

Figura 57: Limiarizacao com o LED ligado.

Ao comparar as imagens limiarizadas das Figs. 56(c) e 57(c) é possivel constatar a im-
portancia da iluminacao com LED para a LEDges. Nao é possivel separar pelo histograma

o plano de fundo e sombras da area iluminada do tubo quando o LED esta desligado.

Para realizar os testes na segunda situacao, com o plano de fundo préximo, foi cons-
truido um suporte mecanico, em aluminio e zinco, para o kit, para o tubo e para o plano
de fundo. No suporte para o plano de fundo, a aproximadamente 30 cm do tubo sob
inspecao, foi fixada uma impressao de engrenagens em preto e branco, ou seja, com areas
de alta absorcao (cor preta) e alta reflexao (branco do papel) da luz. Esta é uma das piores

situacgoes que pode ser encontrada na industria. A Fig. 58 mostra o aparato construido.

Novamente, a limiarizacao foi testada com o LED desligado, conforme a Fig. 59, e
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(a) Placa DE2-70 com a camera e (b) Plano de fundo impresso.
LCD.

Figura 58: Aparato de aquisicao para testes de limiarizacao.

com o LED ligado, mostrado na Fig. 60.

(a) Imagem adquirida. (b) Exibi¢ao da componente R. (¢) Imagem limiarizada.

Figura 59: Limiarizacao a partir da imagem adquirida com o LED
desligado.

(a) Imagem adquirida. (b) Exibicao da componente R. (¢) Imagem limiarizada.

Figura 60: Limiarizacao a partir da imagem adquirida com o LED
ligado.

Foi observado que, com o plano de fundo préximo, é possivel obter um resultado
semelhante ao obtido quando o plano de fundo esta distante. Porém, o ajuste do limiar

tem que ser realizado com muito mais precisao uma vez que o plano de fundo é adquirido
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com uma intensidade superior (observar a diferenca de intensidade do plano de fundo
apresentado nas Figs. 57(b) e 60(b)). Neste caso, o ajuste automético do limiar resolve o
problema do ajuste preciso, inclusive mantendo o sistema invariante a modificagoes lentas

na iluminacao ambiente.

7.3.3 (Geracao da assinatura

A partir de observacoes experimentais das imagens adquiridas pela camera CMOS
da placa D5M e limiarizadas, foi definido que cada regiao de interesse para a imagem
do tubo é composta por 50 linhas da imagem. Logo, a assinatura completa é composta
por 300 pontos: 50 linhas na borda superior, 50 na borda inferior e 50 no corpo do tubo,
totalizando 150 linhas da imagem. Sendo cada linha com dois pontos: um para a assinatura

esquerda e um para a assinatura direita, totalizando 300 pontos.

A Fig. 61 mostra a imagem limiarizada de um tubo e sua assinatura. Os valores das
assinaturas esquerdas e direitas foram transferidos para o computador a partir da interface
integrada na placa DE2-70, USB Blaster, e do médulo do Quartus II, SignalTap. A tela
de interface com o usuario pode ser vista na Fig. 62. Em seguida, as informacoes plotadas
no SignalTap podem ser exportadas em arquivo de texto e abertas pelo Microsoft Excel
ou qualquer outra planilha eletronica.
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- Assinatura esquerda -Assinatura direita
(a) Imagem limiarizada. (b) Assinatura da imagem.

Figura 61: Assinatura gerada pelo FPGA.

7.3.4 Comparacao

Conforme descrito na secao 7.2.4, é armazenada uma unica assinatura padrao, refe-

rente a um objeto “bom” e, a partir desta, geradas as assinaturas maximas e minimas.
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Figura 62: Visualizacao dos dados da assinatura no Signal Tap.

Experimentalmente, foi testado e observado que o valor de 50 como tolerancia é o suficiente

para identificar pequenas irregularidades nas bordas. Ou seja:
Assinatura maxima = assinatura padrao + 50
Assinatura minima = assinatura padrao — 50

Logo, se cada assinatura tem 300 pontos e é necessario armazenar na memoria interna
do FPGA as assinaturas maxima e minima, é necessario armazenar 600 pontos na meméria
como referéncia para a comparacao. Para tal, sao necessarios 5400 bits uma vez que cada

ponto ocupa 9 bits na memoria.

Foram realizadas 50 inspecoes de tubos, entre bons e ruins. O sistema classificou corre-
tamente 100% das amostras. Porém, devido ao processo extremamente lento em transferir
os dados da placa DE2-70 para o PC via SignalTap, os resultados foram observados no
momento das inspecoes através do LED verde LEDGS8, que indica em tempo real se o

tubo esta, ou nao, de acordo com as especificacoes da industria.

7.3.5 Relatorio de implementacao

A seguir é apresentado um resumo do relatério gerado pelo Quartus II v10.1 ao final

da sintese e compilacao do design.
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Dispositivo: EP2C70F896C6

Total de elementos légicos: 3.854 / 68.416 (6%)

- Fungoes combinacionais: 2,738 / 68.416 (4%)

- Registradores légicos: 2.807 / 68.416 (4%)

Total de bits de memoéria: 114.152 / 1.152.000 (10%)
Total de pinos: 530 / 622 (85%)

No relatério apresentado estao inclusos todos os recursos necessarios para exibigao
da imagem no LCD, em monitor VGA, envio da imagem via USB para o PC e outras
funcionalidades do design prévio fornecido pela Terasic. Ja a tabela 4 apresenta apenas

os recursos referentes aos blocos da LEDges.

Tabela 4: Utilizacao de recursos do FPGA na implementagao da

LEDges.
Bloco Funcoes Registradores Bits de
funcional combinacionais légicos memoria
Captura dos dados da 55 48 0
camera
Conversor de RGGB para 146 94 19.152
RGB 30 bits
Configuracao do sensor via 229 134 0
12C
Limiarizacao 67 32 0
Deteccao de transigoes rele- 128 93 0
vantes
Composi¢ao da assinatura 162 135 1.000
do objeto a partir da iden-
tificacao das regides de inte-
resse
Comparagao 203 100 12.080
Total 990 / 68.416 636 / 68.416 | 32.232 / 1.152.000
LEDges (1,5%) (0,9%) (2,8%)

7.4 Analise do capitulo

O kit FPGA utilizado neste trabalho, composto pelas placas DE2-70 (FPGA), D5M
(camera) e LTM (display de LCD), tem todas as funcionalidades necessérias para a im-
plementagao da LEDges. Inclusive o kit tem todos os conectores e conexdes com o FPGA

para futuras atualizagoes da implementacao, como o armazenamento das imagens adqui-
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ridas e assinaturas geradas em cartao de memoria SD ou transmissao destas informacoes
para o PC via USB. O kit, associado ao design para captura e visualizacao de imagens
fornecido pela Terasic, reduziu significantemente o tempo de desenvolvimento da solugao
de IVA no FPGA.

Foram desenvolvidos todos os médulos necessarios para a correta execucao da LEDges.
Além destes, foram desenvolvidos mdédulos e funcionalidades adicionais de interface com o
usuario para facilitar testes e ajustes dos parametros. Por exemplo, o valor do limiar ajus-
tado, tanto pelo modo manual, quanto pelo automatico, pode ser visualizado no display
de 7 segmentos. Além disto, a imagem original com as componentes RGB, somente com
a componente R, a imagem limiarizada e os pontos de transi¢ao entre o branco e o preto
podem ser visualizados no display de LCD. Uma funcionalidade que nao estava prevista
na LEDges é o ajuste automatico do limiar. Este se mostrou ttil no ajuste preciso do li-
miar quando o plano de fundo estd bastante iluminado, seja pela iluminacao ambiente ou
pela influéncia do LED. A tabela 3 resume a interface entre a placa DE2-70 e o usuario,
servindo como a principal referéncia para operagao da IVA na placa. Complementar-
mente, o diagrama em blocos apresentado na Fig. 51 ilustra as conexoes entre os médulos

implementados, bem como o caminho dos dados no pipeline da LEDges.

Dentre os médulos desenvolvidos, os relacionados com a geracao da assinatura sao os
mais complexos. Estes médulos sao responsaveis 51% das fun¢oes combinacionais e 63%
dos registradores légicos dentre os designs desenvolvidos. Ressaltando que os médulos
relacionados com a captura e visualizacao no LCD nao foram desenvolvidos neste trabalho,

e sim, reutilizados.

No estudo de caso, identificagdo de amassados em bordas de tubos de creme den-
tal, foram testados diversos parametros, principalmente para as etapas de aquisicao e
limiarizacao. O melhor resultado foi obtido com o LED ligado, limiarizando apenas a
componente R da imagem, iluminagdo ambiente com intensidade reduzida (testado com
150 lux) e tempo de exposigao curto, resultando em taxa de 100 inspegdes por segundo,
sendo superior a taxa de 60 inspegoes por segundo obtida com a implementac¢ao em micro-
controlador. E importante ressaltar que, com a camera utilizada e se elevada a poténcia
do LED, é possivel reduzir o tempo de exposicao na captura da imagem sem perda de

informagcao relevante, até o limite de 150 inspecoes por segundo.

A geragao da assinatura resulta em 300 pontos que sao comparados com as assinaturas
de referéncia, geradas a partir de uma assinatura de um tubo “bom”. A simplificacao no

modulo de comparagao, ao substituir o desvio padrao obtido a partir de 10 assinaturas de
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tubos “bons” por um valor fixo de tolerancia, nao resultou em prejuizos para o sistema

de IVA. Todos os tubos testados foram classificados corretamente.

Quanto ao uso de recursos, foi constatado o uso extremamente baixo de memoria para
executar a LEDges. Sao necessérios somente 5400 bits para armazenar as assinaturas de
referéncia. Em comparagao com sistemas convencionais de IVA, que necessitam armaze-
nar um quadro inteiro da imagem como referéncia, a LEDges utilizou somente 0,06% da
memoria necessaria para armazenar um quadro da imagem (9216000 bits). E, em relagao
aos recursos totais disponiveis no FPGA, a implementacao utilizou recursos computacio-
nais minimos. Os blocos da LEDges utilizaram apenas 1,5% das fun¢oes combinacionais,
0,9% dos registradores légicos e 2,8% dos bits de memoéria disponiveis no FPGA Cyclone I1
EP2C70F896C6. Estes ntimeros sao significativamente reduzidos, principalmente quando

se sabe que este dispositivo é uma opc¢ao de baixo custo e médio desempenho.
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8 Resultados

No capitulo 3 foi observado que nenhum dos trabalhos analisados atende a todos os
requisitos para a aplicagao de IVA dimensional com inspecao de irregularidades em bordas
e alto desempenho para implementacao em sistemas embarcados de tempo-real. Visando
atender a estas aplicacOes, uma nova técnica para IVA, intitulada “LEDges”, foi desen-
volvida. A principal inovagao da LEDges é um novo modelo de iluminagao estruturada
que permitiu a facil segmentacao da imagem adquirida através de uma simples limia-
rizacao. Adicionalmente, o sinal digital resultante da etapa de limiarizacao viabilizou o
uso de técnicas extremamente simples para implementacao dos algoritmos para descri¢cao

e reconhecimento da imagem.

Foram observadas algumas vantagens competitivas da LEDges em relacao aos siste-
mas de IVA ja desenvolvidos e capazes de identificar objetos no primeiro plano. Estes
diferenciais viabilizam a utilizacao de um sistema de IVA em algumas aplicagoes indus-
triais que nao tinham seus requisitos atendidos anteriormente, sobretudo em inspecoes
com requisitos de alto desempenho, compacto e de baixo custo. Uma comparagao entre

as técnicas é apresentada na tabela 5.

Entre os diferenciais da LEDges, a possibilidade de execucao paralela das quatro
etapas de processamento (aquisigao, limiarizac¢do, geracdo da assinatura e comparagao)
em um modelo de pipeline a nivel de pixel, se destaca. Diretamente relacionado a isto, o
uso da memoria ¢ significantemente reduzido, uma vez que nao ¢é necessario armagzenar a
imagem para processamento. Foi utilizado somente 0,06% de memoria quando comparado
as demais técnicas estudadas que armazenam a imagem para realizar o processamento.
Com isto, é possivel reduzir o custo da implementacao da solugao e o tempo total de

processamento.

A modelagem em computador comprovou a viabilidade técnica da LEDges. Como
resultado desta andlise, a funcionalidade especificada, que é o principal objetivo a ser

alcancado na escolha da arquitetura, pode ser atendida adequadamente em diversas ar-
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Tabela 5: Tabela comparativa entre as técnicas de IVA.
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quiteturas. Foi definido que a LEDges seria implementada em microcontrolador e FPGA.
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acerto obtida na modelagem, de 100%. Neste item, as duas arquiteturas analisadas dife-

rem significantemente. No FPGA, a LEDges pode ser executada em imagens com maior

resolucao, detectando erros dimensionais menores, e em maior velocidade. Enquanto a
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implementagao em microprocessador apresentou trés vantagens: custos de producao redu-
zidos, atualizagao dos parametros da inspecao flexivel e esforco da equipe de engenharia
reduzido para desenvolvimento do sistema de IVA. A possibilidade de ser implementada
em diversas arquiteturas embarcadas, satisfazendo a demanda crescente por desempenho
(tempo de resposta e precisao) e pelo uso minimo de recursos disponiveis (financeiro,
humano, fisico e energético), também destacou a LEDges em relagdo as demais técnicas

analisadas.

Apesar dos componentes de baixo desempenho para aplicagoes em processamento de
imagem, a implementacao da LEDges na arquitetura baseada em camera analégica e mi-
crocontrolador resultou em uma taxa de acerto de 100% na classificacao dos tubos, aten-
dendo a funcionalidade requerida. O desempenho alcangado foi de 16,66 ms por inspegao,
suficiente para a aplicacao de deteccao de irregularidades em tubos de creme dental.
Quanto a resolucao, a implementacao apresentou baixa resolucao vertical na deteccao das
irregularidades, com a assinatura formada por 72 pontos da imagem, porém, igualmente
suficiente para a aplicacao. Tanto a velocidade, quanto a resolugao, sao limitadas pela
camera. A flexibilidade para atualizacao dos parametros da inspecao foi comprovada pela
simples interface via RS-232 com o PC para ajuste de todos os parametros da LEDges.
Quanto ao esfor¢o reduzido da equipe de engenharia para o desenvolvimento da IVA, esta
foi comprovada pela simplicidade da traducao do programa modelado no FreeMat para
a linguagem “C” utilizada no ARM7Y. Por fim, os custos reduzidos para producao foram
comprovados com o uso de componentes de baixo desempenho, principalmente da camera

analdgica e do microcontrolador.

A respeito da implementacao em FPGA com camera digital, a resolu¢ao da imagem
adquirida foi, de fato, superior em relacao a arquitetura baseada em microcontrolador,
tendo a assinatura formada por 300 pontos da imagem. Além disto, foi obtida uma taxa
de 100 inspegoes por segundo (ou 10 ms por inspecao), sendo superior a todas demais
técnicas analisadas. Foi identificado ainda que é possivel reduzir o tempo de exposicao
na captura da imagem até o limite de obter 6,66 ms por inspecao. Quanto aos recursos
utilizados, em relacao aos recursos totais disponiveis em um FPGA de baixo custo, foi
utilizado apenas 1,5% das func¢oes combinacionais, 0,9% dos registradores 1égicos e 2,8%
dos bits de meméria disponiveis. Quanto ao esforco de engenharia, o kit, associado ao
design para captura de imagens fornecido pela Terasic, reduziu significantemente o esforco
para implementacao da solucao. Por fim, apesar da simplificacao na etapa de comparacao,

o sistema apresentou uma taxa de acerto de 100% na classificacao dos tubos.
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A tabela 6 resume os resultados obtidos na implementagao em microcontrolador e em

FPGA.

Tabela 6: Tabela comparativa entre as implementacao em microcon-

trolador e FPGA.
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9 Conclusoes e trabalhos futuros

Apesar de existirem diversas industrias envolvidas no desenvolvimento de sistemas de
IVA, ndo ha uma solugdo capaz de abranger todas as tarefas de inspecao, em todos os
campos de aplicacoes. A aplicacao selecionada neste trabalho, inspecao de irregularidades
em bordas, com alto desempenho, para implementagao em sistemas embarcados de tempo-
real, se mostrou demandada pelas industrias, uma vez que checar se as dimensoes de um
objeto estao dentro das tolerancias especificadas é uma tarefa comum. Diversos trabalhos
que executam este tipo de inspecao foram identificados, principalmente os baseados em
cameras de profundidade, iluminacao com laser e projetores de padroes. Porém, estas
solugoes complexas apresentaram elevado tempo total de processamento, uso intenso de

recursos computacionais, dispositivos de captura de imagem delicados e complexos.

A técnica proposta, LEDges, realiza uma segmentacao robusta da imagem a partir de
uma simples e eficiente limiarizacao. Tal caracteristica foi viabilizada a partir do desenvol-
vimento de uma nova estratégia para iluminacao, baseada em LEDs de alta poténcia, que
torna mais facil a identificacao das bordas de interesse. Este foi o foco do trabalho, uma
vez que a segmentacao pode ser uma das atividades mais complexas do processamento da
imagem e, se utilizado um algoritmo inadequado, resulta em um comprometimento com-
pleto do sistema de IVA. Adicionalmente, os dados resultantes da etapa de limiarizacao
viabilizam o uso de técnicas extremamente simples para implementacao das etapas de
descricao e reconhecimento da imagem. Além disto, todas as etapas foram executadas
em paralelo, em pipeline a nivel de pizel, sem armazenamento de nenhuma imagem na
meméria. Por fim, a LEDges eliminou a necessidade de capturar o quadro inteiro antes
de realizar a inspecao. Estas caracteristicas possibilitaram um elevado desempenho com

otimizacao dos recursos computacionais utilizados.

Foi comprovado que a LEDges é flexivel na escolha da arquitetura para implementagao
uma vez que a técnica foi testada em duas arquiteturas, definidas apés uma analise cri-
teriosa do ambiente da inspecao, sobretudo do objeto a ser inspecionado, e dos requisitos

de desempenho, flexibilidade, custo e tempo de desenvolvimento. Ambas as arquiteturas
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foram testadas com 55 imagens e obtiveram taxa de acerto nas inspegoes de 100%. A
viabilidade técnica foi comprovada. A primeira, baseada em microcontrolador e camera
analégica, foi otimizada nos parametros de custos, esforco da equipe de engenharia para
implementacao e flexibilidade para operacao da IVA. A segunda, baseada em FPGA e
camera digital, otimizada na taxa de inspegoes por segundo e resolucao na deteccao de
irregularidades nas bordas. Sempre utilizando poucos recursos computacionais, sobretudo
memoria. Os sistemas de IVA foram aplicados com sucesso a um problema industrial real,

onde amassados em bordas de tubos de creme dental foram detectados.

No estudo de caso citado, a implementacao em FPGA resultou em uma taxa de 10 ms
por inspecao, com possibilidade de ajuste até o limite minimo de 6,66 ms por inspecao,
e resolugao de 640 x 480 pixels. Valores estes significativamente melhores que os apre-
sentados pelas técnicas concorrentes, capazes de executar o mesmo tipo de inspecao. A
implementacao em FPGA se mostrou a melhor opcao para aplicacoes semelhantes e que
exijam elevado desempenho. J& a implementacao em microcontrolador resultou em uma
taxa de 16,66 ms por inspecao e uma menor resolucao para deteccao de amassados em
relacao a obtida com o FPGA. Porém, os diferenciais da implementag¢ao em microcontrola-
dor fazem com que esta seja a melhor opc¢ao para as aplicagoes semelhantes que necessitem
de um baixo nivel de esforco para implementacao a partir da modelagem realizada em
computador no FreeMat e que tenham restricoes no custo para implementacao, uma vez
que todos os componentes utilizados sao de baixo custo, sobretudo o microcontrolador
LPC2148 e a camera analdgica monocroméatica padrao NTSC, comumente utilizado em
circuitos internos de TV. Logo, os resultados obtidos comprovam que a LEDges e suas
implementagoes, nao sao somente vidveis, como também sao as solugoes mais adequadas

para aplicacoes similares.
Trabalhos futuros
As proximas atividades que serao desenvolvidas estao listadas a seguir:

Em uma busca prévia nas bases de patentes, nao foi identificada nenhuma solicitacao
de patente de invencao, nem de modelo de utilidade, que contenham conceitos similares

aos desenvolvidos neste trabalho. Logo, sera necessario:

— Realizar busca detalhada de anterioridade nas bases de dados nacionais e interna-
cionais;

— Elaborar e solicitar um pedido de patente;

Quanto a continuidade no desenvolvimento da técnica, um dos principais gargalos é
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definicao prévia das transicoes relevantes e regioes de interesse da imagem para a inspe¢ao
de um objeto qualquer. Logo, para viabilizar o uso da técnica comercialmente, sera ne-

cessario:

— Desenvolver um algoritmo capaz de identificar, a partir de um conjunto de ima-
gens limiarizadas de objetos “bons” e “ruins”, as transi¢oes relevantes e regioes de
interesse;

— Desenvolver um sistema para verificacao funcional do sistema;

— Aprimorar ou substituir a técnica de andlise estatistica na etapa de comparacao a

partir dos resultados obtidos na verificagao funcional.
Ainda visando a insercao comercial do produto desenvolvido, sera necessario:
— Realizar medig¢oes mais precisas da precisao e exatidao do sistema.

Por fim, diversos parametros da camera digital sao configuréaveis e podem ser melhor

explorados. Para automacao dos testes das funcionalidades da camera, serd importante:

— Desenvolver um suplemento, provavelmente para o FreeMat, visando uma rapida
e simples conversao do codigo utilizado na modelagem em computador para um

c6digo em Verilog no que seja referente a etapa de aquisicao da imagem.

Apo6s a execucao das atividades de pesquisa e desenvolvimento descritas, o sistema de

inspecao desenvolvido estara pronto para novas aplicagoes.
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APENDICE A - Modelagem em FreeMat

Code A.1: Aquisicao da imagem

tube = imread (’tube.bmp’);

size_tube = size (tube);

Code A.2: Limiarizacao

threshold = 128;
for x = 1:size_tube (1),
for y = 1l:size_tube(2),
if tube(x,y) > threshold,
tube_bin (x,y) = 1;
else
tube_bin (x,y) = 0;
end
end

end

Code A.3: Geracao da assinatura - Deteccao das transicoes relevantes

for x = 1:size_tube (1),
flag_a = 0;
flag_c = 0;
for y = 2:size_tube(2),

if ((tube_bin(x,y) = 1) && (tube_bin(x,y—1)=— 0) & (flag.a —

signature_a(x) = y;
flag_a = 1;

end

if ((tube_bin(x,y) = 0) && tube_bin(x,y—1) = 1),
signature_b (x) = y;

end

if ((tube_bin(x,y) = 0) && (tube_bin(x,y—1) = 1) && (flag_c
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end

signature_c(x) = y;
flag_c = 1;

end
if ((tube_bin(x,y) = 1) && (tube_bin(x,y—1) = 0)),
signature_d (x) = y;

end

end
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Code A.4: Geragao da assinatura - Detecgao das regioes de interesse

e construgao das assinaturas

1;

while signature_a(x) = 0,

end

for

end

x =x + 1;

k = 1:25,
signature (k,1) = signature_a (x+k);
signature (k,2) = signature_b (x+k);

100;

while signature_c(x)<signature_d(x),

end

for

end

x =x + 1;
x — 1;
k = 1:25,

signature (k+25,1) = signature_c(x+k—25);
signature (k+25,2) = signature_d (x+k—25);
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28

29

30

for k = 1:25,

signature (k+50,1)
signature (k+50,2)

end

= signature_a (x+k);
= signature_b (x+k);

Code A.5: Plota as assinaturas

(1:25,1) = signature_a (42:66);
(1:25,2) signature_b (42:66);
signature (26:50,1) = signature_c (91:115);
signature (26:50,2 signature.d (91:115);
(51:75,1) = signature_a (116:140);
(51:75,2 (116:140) ;

signature

signature

signature

)

)

)
signature ) signature_b
hold off;

plot (signature);
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APENDICE B - Codigo em “C” para

ARM7

Code B.1: Cédigo para LPC2148

\\ Cédigo escrito por Rafael M. Macieira

>k >k 3k ok ok ok sk ok ok ok ok ok ok ok ok ok ok ok ok ok sk ok ok ok sk sk sk ok sk sk sk sk skosk ok ok ok ok ok ok ok ok ok sk ok ok sk ok ok ok sk sk sk sk sk sk sk sk skosk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ko

* einttest.c: main C

Microprocessors

entry file for Philips LPC214x Family

* Copyright (C) 2006, Philips Semiconductor

* All rights reserved.

* History

* 2005.10.01 wver 1.00

*

Prelimnary wversion , first Release

3k 3K 3k 3k 3k Sk K sk sk 3k Sk Rk Sk R kK 3k Sk R sk sk ok sk sk sk Sk R sk sk 3k Sk 3k sk Sk R sk sk sk Sk R sk sk >k sk sk 3k Sk R sk sk sk Sk R sk Sk >k sk sk 3k Sk R sk sk R sk R ok Sk R sk sk R Sk Rk k

v/

#include <lpc2l4x.H>
//#include 7type.h”
#include "types.h"
#include "irqg.h"
#include "extint.h"
##include "lcd.h"

const int LIMITE = 10000;

unsigned int signature[15

/% LPC2lzx definitions x/

112],//, signatureBottom [15][2],

defaultSignature [15][2],//, defaultSignatureBottom
[15]12],

lineCount = 0,

defaultLastIndex = 0

signatureCalcTemp = 0;
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28

29

30

31

32

33

34

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

60

61

62

63

64

65

66

67

char s[100], i, k;
byte start , calib, fim = 0;

void delay (){
unsigned char n;
unsigned long i;
for ( n=0x00;n<10;n++ ) {
for ( i=0x00;i<100000;i++ ) ;

Ve
void delay ()
*/
void delay2(){
unsigned char n;
unsigned long i;
for ( n=0x00;n<5;n++ ) {
for ( 1=0x00;i<100000;i++ ) ;

void intLineSync(void) __irq {

int diffDefault , diffTemp;

led_puts("-1");

if (lineCount < 15) {
led_puts("0")
signature [lineCount ][0] = TOCR1 — TOCRO;
signature [lineCount ][1] = TOCR3 — TOCRO;
led_puts("1");

3

telse{
led_puts("2");
if (TOCR2!=0 && TOCR3!=0){
led_puts("3");
signature [lineCount ][0] = TOCR3 — TOCRO;
signature [lineCount ][1] = TOCR2 — TOCRI;
telse{
led_puts("4");
//desabilita IRQ de linha no fim do quadro para nao contar com

pirels somente pretos

oS
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68 VICIntEnClr = 1 << 16; //Desabilita IRQ de Linha

69 / /CHECAGEM DE ASSINATURA OU CALIBRAR!

70

71 if (calib = 1){

72 defaultLastIndex = lineCount — 1;

73 for (k=0;k<30;k++) {

74 defaultSignature[k][0] = signature[k][0];

75 defaultSignature[k][1] = signature[k][1];

76 }

77 telse{

78 diffDefault = defaultLastIndex;

79 diffTemp = lineCount — 1;

80 for (k=0;k<14;k++){

81 signatureCalcTemp += (defaultSignature[k][0] —
signature [k][0]) "2;

82 signatureCalcTemp += (defaultSignature[diffDefault
]1[0] — signature [diffTemp][0]) ~2;

83 if (diffDefault = 29) {

84 diffDefault = 15;

85 telse{

86 diffDefault++;

87 }

88 if (diffTemp = 29) {

89 diffTemp = 15;

90 telse{

91 diff Temp++;

o )

93 }

94 if (signatureCalcTemp < LIMITE){

95 IOCLRO |= BIT31;

96 telse{

or IOSET0 |= BIT31;

98 }

99

100 }

101 fim = 1;

102 VICIntEnClr = 1 << 14; //Frame Syc IRQ

103 led_puts ("Fim!");

104 }

105 }

106

107 if (lineCount = 29) {

108 lineCount = 15;



109

110

111

112

113

114

115

116

117

118

1

=
©

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

139

140

141

142

143

144

145

146

147

148

149

150

151

telse{

lineCount++;
}
TOCCR|=(BIT1 | BIT3);
TOCCR&=("BIT7 & “BIT9);
EXTINT|= BIT2;
VICVectAddr = 0;

void Timer0_intBinarySignal(void) __irq {
switch (TOIR){
case BIT4:
led_puts("BO");
if (lineCount = 0) {
VICIntEnable = 1 << 16; //Line Sync IRQ

}
TOCCR&=("BIT1); //Desabilita o Timer Cap0.0

TOCCR|=(BIT7); //Habilita o Timer Cap0.2
TOIR|= BIT4;
break;
case BIT5:
led_puts("B2");
TOCCR&=("BIT3); //Desabilita o Timer Cap0.1
TOCCR|=(BIT9); //Habilita o Timer Cap0.3;
TOIR|= BIT5;
break;
/xcase BIT6:
TOCCR&=("BIT3); //Desabilita o Timer Cap0.1
TOCCR|=(BITY9); //Habilita o Timer Cap0.3;
break ;
case BIT7:
TOCCR&=("BIT3); //Desabilita o Timer Cap0.1
TOCCR|=(BITY9); //Habilita o Timer Cap0.3;
break ;x/
}
VICVectAddr = 0;
}
void intFrameSync(void) __irq {

led_puts ("\nR1");

//VICIntEnClr = 1 << 14;//Frame Syc IRQ
//lcd_puts ("\fRRRRRRRR”) ;
led_puts("R2");
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154

155

156

157

158

160

161

162

163

164

165

166

167

169

170

171

172

173

174

175

176

177

181

182

183

184

186

187

188

189

191

192

if (start = 1){
led_puts ("R3");
calib = 1;
TOCCR|=(BIT2 | BIT5);// | BIT8 | BIT11); //Atualiza a os
canais de captura com interrupc¢do
TOCCR|=(BIT1 | BIT3);// | BIT7 | BITY);
start = 0;
¥
led_puts("R4");
//Habilita a IRQ de Linha apenas quando comega os pizels brancos.
lineCount = 0;
VICIntEnable = 1 << 4;
TOTCR = 0X03;
TOTCR = 0XO01;
led_puts ("R5");
EXTINT|= BITO;
VICVectAddr = 0;

void intStart(void) __irq {
VICIntEnClr = 1 << 17;
VICIntEnable = 1 << 14;//Frame Syc IRQ
start = 1;
EXTINT|= BIT3;
VICVectAddr = 0;

/xvoid intColorSync(void) __irq {
TOTCR = 0X01;
EXTINT|= BIT1;
VICVectAddr = 0;

b/

void init (){
//*x Direcdo dos pinos
IODIR0=0x0; // todo port0 como Entrada
IODIRO|=BIT31;
//*x Fim da dire¢do dos pinos

//*x Defini¢ao dos Pinos
//PINSELO&="BIT3 & ~BIT2;
//Desabilita IRQ no PO.1
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201
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207
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211

212

213

214
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216

217

218

219

220

221
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224
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PINSEL1|=(BIT28 | BIT29);
//P0.30 como Timer Cap0.0

PINSELO = (PINSELO | BIT9) & “BITS; //P0.4 como
Timer Cap0.1

PINSEL1 = (PINSEL1 | BIT25) & "BIT24; //P0.28
como Timer Cap0.2

PINSEL1 = (PINSEL1 | BIT27) & “BIT26; //P0.29

como Timer Cap0.8

//CPSR| =BIT7;

PINSELO|=(BIT2 | BIT3); //P0.1 como Interrupcao Externa 0

PINSELO|=(BIT6 | BIT7); //P0.3 como Interrupcao
Externa 1

PINSELO|=(BIT14 | BIT15); //P0.7 como Interrupcao Externa 2

PINSEL1 |= BIT9 | BITS; //P0.20 como

Interrupcao Fxterna 3
//*x* Fim Defini¢ao dos Pinos

//*x Habilitando IRQ para TIMERO

/* VICVectCntl0 = 0z20 | 4;

VICVectCntll = 0x20 | 14;

VICVectAddr0 = (unsigned)intDesabCap ;

VICVectAddrl = (unsigned)intExt0;*/

//EXTPOLAR|= BIT0 | BIT1 | BIT2;// | BIT3;

EXTINT|= BITO | BIT1 | BIT2 | BITS3;

EXTMODE = BITO | BIT1 | BIT2 | BITS3;

EXTPOLAR = 0;//BIT0 | BIT1 | BIT2 | BIT3;

//VICIntEnable|=(BIT4);// | BIT1j | BIT15 | BIT16);

led_puts ("\fWaiting...");

if ( install_irq( 4, (void *) Timer0O_intBinarySignal ) = FALSE )
{} //Captura

if ( install_irq( 14, (void x*)intFrameSync ) = FALSE ){} //Color

Sync IRQ

if ( install_irq( 16, (void *)intLineSync ) == FALSE ){} //Line
Sync IRQ

if ( install_irq( 17, (void *) intStart ) = FALSE ){} //Start
Aplicacgao

VICIntEnable = 1 << 17;

//*x Fim Habilitando IRQ para TIMERO

//xx Configura¢ao do Timer
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225 //TOIR = 0X16; // gerando Interrupt flag for capture
channel 0 event.

226 TOTCR = 0X00; // Desabilitado sxsxskssskkxxskx 0X01 | 0X02

227 TOTC = 0x0000;

228 TOPR = 0x0000; //tem que definir o divisor (Prescale)

229 TOPC = 0x0000;

230 TOCCR = 0;

231 //TOCCR|=(BIT2 | BIT5);// | BIT8 | BIT11); //Atualiza a 0s canais
de captura com interrup¢ao

232 //TOCCR| =(BIT1 | BIT3):// | BIT7 | BITY);

233 TOCTCR = 0x00; //Incremento a cada PCLK

234 //*x Fim Configura¢ao do Timer

235}

236

237 /%

>k 3k 3k 3k 3k 3k 3k 3k 3k sk sk ok ok ok ok ok ok sk sk ok sk ok R ok >k sk 3k ok 3k 3k ok sk skosk ok sk sk sk ok ok ok ok sk sk sk sk sk sk ok ok sk sk sk ok ok 3k Sk sk skoskosk ok ok sk ok ok ok ko ok ok ok ok ok ko

238 x% Main Function main()

239 >k >k >k ok ok ok ok ok ok sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok sk sk skook sk sk sk sk sk sk ok ok ok ok ok ok ok ok ok ok sk ok ok ok ok ok sk sk sk sk ok sk sk sk sk skook ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok

*/

220 int main (void){

241 char s1[100], s2[100];

242 led_init ();

243 //IODIR1=0cFFFFFFFF;

244 //inicializa configura¢do das Interrupcgoes

245 init _VIC () ;

246 //inicializa configuracies desta aplicagao

247 init ();

248

249 /+ initialize GPIO pins as external interrupts x/

250 //EINTInit () ;

251 //TOTCR = 0X01;

252 while (1) {

253 if (fim==1){

254 for (k=0;k<30;k++){

255 printf(sl,"Linha %d- Valorl: %d\r\nValor2:
%d" k,defaultSignature[k][0],
defaultSignature [k][1]) ;

256 led_puts(sl);

257 delay () ;delay () ;

258 }

259 }
260 /xwhile (TOTC < 10000){}
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268

269

270

271

272

273

274
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TOTCR = 0X03;

TOTCR = 0X01;

IOSET0 |= BIT22;
while (TOTC < 10000){}

TOTCR = 0X03;

TOTCR = 0X01;

IOCLRO |= BIT22;x/

}

return 0;

Ve

>k 3K 3k 3k 3k 3k 3k 3k 3k sk sk sk 3k sk sk sk sk sk sk sk sk sk sk >k 3k 3k 3k 3k 3k 3k 3k 3k 3k 3k 3k 3k sk sk sk Sk sk sk sk sk sk sk sk sk sk >k sk sk 3k 3k 3k sk 3k sk sk sk skosk sk sk sk sk sk sk ko k ok ok ok ok ko

* % End Of File

>k 3k 3k 3k 3k 3k 3k 3k 3k sk sk ok 3k ok ok ok sk sk sk sk sk sk ok ok sk sk sk ok ok 3k 3k ok 3k 3k ok sk sk sk ok ok ok ok sk sk sk sk sk ok sk ok >k sk sk ok ok ok 3k 3k sk skosk sk ok sk sk ok ok ok ko k ok ok ok ok ko

*/
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APENDICE C - Cédigo em Verilog para
FPGA

Para nao sobrecarregar este documento, foram inseridos neste apéndice apenas os
arquivos modificados na implementacao da LEDges, o que representa um terco do cédigo

fonte completo. Os demais arquivos podem ser obtidos no site da Ter ASIC.

Code C.1: Cédigo principal

//

// Copyright (c) 2008 by Terasic Technologies Inc.

//

//

// Permission:

//

// Terasic grants permission to use and modify this code for wuse

// in synthesis for all Terasic Development Boards and Altera Development

// Kits made by Terasic. Other use of this code, including the selling

// ,duplication , or modification of any portion is strictly prohibited.
//

// Disclaimer:

//

// This VHDL/Verilog or C/C++ source code is intended as a design
reference
// which illustrates how these types of functions can be implemented.

// It is the wuser’s responsibility to wverify their design for

// consistency and functionality through the use of formal

// verification methods. Terasic provides no warranty regarding the use
// or functionality of this code.

//

//

//

// Terasic Technologies Inc

// 356 Fu—Shin E. Rd Sec. 1. JhuBei City,

// HsinChu County, Taiwan
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29

30

31

32

33

34

36

37

38

39

40

41

42

43

44

45

46

47

48

49

51

53

55

56

7/ 302
//
// web: http://www. terasic.com/
// email: support@terasic.com
//
//
//
// Major Functions : DE2_.70 D5M LTM
//
//
//
// Revision History :
//
// Ver :| Author :| Mod. Date :| Changes Made:
// V1.0 :| Keith Shen | 08/04/16 :| Initial Rewvision
//
module DE2_70
(
/1 Clock Input
N aia
{CLK_28
28.63636 MHz
iCLK_50,
50 MHz
iCLK_50_2,
50 MHz
iCLK_50_3,
50 MHz
iCLK_50 4,
50 MHz
{EXT.CLOCK
External Clock
/1) Push Button
s
KEY

Pushbutton [3:0]

A aiaa

s
iSW,

DPDT Switch

Toggle Switch [17:0]

A iaa
s

7-SEG Dispaly

135

//

//

//

//

//

//

//

//
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58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

7

78

oHEXO0.D,
Seven Segment Digit 0
oHEX0_DP,

Seven Segment Digit 0 decimal point
oHEX1.D,
Seven Segment Digit 1
oHEX1_DP,
Seven Segment Digit 1 decimal point
oHEX2. D,
Seven Segment Digit 2
oHEX2 DP,
Seven Segment Digit 2 decimal point
oHEX3.D,
Seven Segment Digit 3
oHEX3_DP,
Seven Segment Digit 8 decimal point
oHEX4 D,
Seven Segment Digit 4
oHEX4 DP,
Seven Segment Digit 4 decimal point
oHEX5.D,
Seven Segment Digit 5
oHEX5 DP,
Seven Segment Digit 5 decimal point
oHEX6.D,
Seven Segment Digit 6
oHEX6_DP,
Seven Segment Digit 6 decimal point
oHEX7.D,
Seven Segment Digit 7
oHEX7 DP,
Seven Segment Digit 7 decimal point
s LED
A
oLEDG,
LED Green[8:0]
oLEDR,
LED Red[17:0]
A UART

/1110
oUART.TXD,

UART Transmitter
iUART RXD,

136

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//



79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

UART Receiver
oUART CTS, //
To Send
iUART_RTS, //
To Send

A aaada IRDA

/11110
o[RDA_TXD,

IRDA Transmitter
iIRDA_RXD,
IRDA Receiver

/) SDRAM Interface

i
DRAM DQ,
SDRAM Data bus 32 Bits
oDRAMOA,
SDRAMO Address bus 13 Bits
oDRAMI1_A,
SDRAM1 Address bus 13 Bits
oDRAMO_LDQMO,
SDRAMO Low—byte Data Mask
oDRAM1 LDQMO,
SDRAM1 Low—byte Data Mask
oDRAMO_UDQM1,
SDRAMO High—byte Data Mask
oDRAMI1_UDQMI,
SDRAM1 High—byte Data Mask
oDRAMO_WE.N,
SDRAMO Write Enable
oDRAMI1 WE N,

SDRAM1 Write Enable
oDRAMO_CAS N,

SDRAMO Column Address Strobe
oDRAMI1_CASN,

SDRAM1 Column Address Strobe
oDRAMO_RASN,

SDRAMO Row Address Strobe
oDRAMI1_RASN,

SDRAM1 Row Address Strobe
oDRAMO_CSN,

SDRAMO Chip Select
oDRAM1_CSN,

SDRAM1 Chip Select

137

UART Clear

UART Requst

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//



100

101

102

103

104

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

oDRAMOBA,

SDRAMO Bank Address
oDRAMI BA,

SDRAM1 Bank Address
oDRAMO_CLK,

SDRAMO Clock
oDRAM1_CLK,

SDRAM1 Clock
oDRAMO_CKE,

SDRAMO Clock Enable
oDRAM1_CKE,

SDRAM1 Clock Enable

/) Flash Interface

/110000100
FLASH.DQ,

FLASH Data bus 15 Bits (0 to 14)
FLASH DQ15_AM1,
Data bus Bit 15 or Address A—1
oFLASH_A |
FLASH Address bus 26 Bits
oFLASH WE_N,
FLASH Write Enable
oFLASH RSTN,
FLASH Reset
oFLASH WP_N|

138

//

//

//

//

//

//

//

// FLASH

//

//

//

//

FLASH Write Protect /Programming Acceleration

iFLASH. RY_N,
FLASH Ready/Busy output
oFLASH BYTE_N,
FLASH Byte/Word Mode Configuration
oFLASH OE N,
FLASH Output Enable
oFLASH_CE_N,
FLASH Chip Enable

LI SRAM Interface

s
SRAM DQ),

SRAM Data Bus 32 Bits
SRAM DPA,
SRAM Parity Data Bus
oSRAM_A |
SRAM Address bus 22 Bits
0oSRAM_ADSCN, //

//

//

//

//

//

//

//

SRAM



122

123

124

125

126

127

128

129

130

131

132

134

135

136

137

138

140

141

142

143

Controller Address Status

139

oSRAM_ADSP N, // SRAM Processor
Address Status
0SRAM_ADV N, // SRAM Burst Address
Advance
oSRAM BE N, // SRAM Byte Write
Enable
oSRAM_CE1.N, // SRAM Chip
Enable
oSRAM _CE2, // SRAM Chip
Enable
oSRAM_CE3.N, // SRAM Chip
Enable
oSRAM _CLK, // SRAM Clock
oSRAM_GW N, // SRAM Global
Write Enable
oSRAM_OEN, // SRAM Owutput
Enable
0SRAM_WEN, // SRAM Write
Enable
J11/111010101000007/  ISP1362 Interface
i
OTGD, //
ISP1362 Data bus 16 Bits
o0TGA, //
ISP1362 Address 2 Bits
oOTG_CSN, //
ISP1362 Chip Select
0o0OTG.OEN;, //
ISP1362 Read
oOTG.WEN, //
ISP1362 Write
oOTG_RESET N, //
ISP1362 Reset
OTGFSPEED, //
USB Full Speed, 0 = Enable, Z = Disable
OTG_LSPEED, //
USB Low Speed, 0 = Enable, Z = Disable
iOTG_INTO, //
ISP1362 Interrupt 0
iOTG_INT1, //
ISP1362 Interrupt 1
iOTG_DREQQO, //



144

145

146

147

148

149

150

151

153

155

159

160

161

162

164

140

ISP1862 DMA Request 0

iOTGDREQ1, //
ISP1362 DMA Request 1
00OTG_DACKON, //
ISP1362 DMA Acknowledge 0
0oOTGDACKIN, //

ISP1362 DMA Acknowledge 1
/10 LOD Module 16X2

i

oLCD_ON, //
LCD Power ON/OFF

oLCD_BLON, //
LCD Back Light ON/OFF

oLCDRW, //
LCD Read/Write Select, 0 = Write, 1 = Read

oLCD_EN, //
LCD Enable

oLCD_RS, //
LCD Command/Data Select , = Command, 1 = Data

LCDD, // LCD

Data bus 8 bits

/) SD-Card Interface

N aiaa

SD_DAT, //
SD Card Data

SD DATS3, //
SD Card Data 3

SD_CMD, //
SD Card Command Signal

oSD_CLK, //

SD Card Clock

AR Y

/111
I2C_SDAT, //

12C Data
oI2C_SCLK , //
12C Clock

I PS2

/11100
PS2 KBDAT, //

PS2 Keyboard Data
PS2 KBCLK, //
PS2 Keyboard Clock
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166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186
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PS2_MSDAT, //
PS2 Mouse Data

PS2 MSCLK, //
PS2 Mouse Clock

/I VGA
A

oVGA_CLOCK, // VGA
Clock
oVGA_HS, //
VGA H.SYNC
oVGA_VS, //
VGA V_SYNC
oVGA BLANK NN, // VGA
BLANK
oVGA SYNCN, // VGA
SYNC
oVGAR, //
VGA Red[9:0]
oVGA G, 7/
VGA Green[9:0]
oVGAB, //

VGA Blue [9:0]

/170770 Ethernet Interface

i
ENETD, //

DM9000A DATA bus 16 Bits
oENET_CMD, //
DM9000A Command/Data Select, 0 = Command, 1 = Data
oENET_CS_N, //
DMY000A Chip Select
oENET IOW_N, //
DM9000A Write
oENET_IOR_N, //
DM9000A Read
oENET_RESET N, //
DM9000A Reset
iIENET_INT, //
DMY000A Interrupt
oENET_CLK, //
DMY000A Clock 25 MHz

aaiaa Audio CODEC

/11111
AUDADCLRCK, //



187

188

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

Audio CODEC ADC LR Clock

iAUD_ADCDAT,

Audio CODEC ADC Data

AUDDACLRCK,

Audio CODEC DAC LR Clock

oAUD.DACDAT,

Audio CODEC DAC Data

AUD_BCIK,

Audio CODEC Bit—Stream Clock

0AUD XCK,

Audio CODEC Chip Clock

/117777777777 77/

TV Decoder

s

iTD1_CLK27,

TV Decoderl Line_Lock Output Clock

iTD1.D,
Decoderl Data bus
iTD1_HS,
TV Decoderl
iTD1_VS,
TV Decoderl
oTD1_RESET.N,
Decoderl Reset
iTD2_CLK27,
TV Decoder?
iTD2.D,
Decoder?2 Data bus
iTD2_HS,
TV Decoder?
iTD2_VS,
TV Decoder?2
oTD2_RESET_N,
Decoder2 Reset

A aiaa

8 bits

H.SYNC

V_SYNC

Line_Lock Output

8 bits

HSYNC

V_SYNC

GPIO

i aa

GPIO.0,

GPIO Connection 0 1/0

GPIO_CLKIN_NO,
GPIO Connection 0
GPIO_CLKIN_PO,

Clock Input 0

Connection 0 Clock Input 1

GPIO_CLKOUT_NO,

Connection 0 Clock Output 0

Clock

//

//

//

//

//

//

//

//

//

//

GPIO

GPIO

142

//

//

//

TV

//

//

TV

//

TV

//

//

TV

//



208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

143

GPIO_CLKOUT_PO, // GPIO Connection 0
Clock Output 1

GPIO_1, //

GPIO Connection 1 1/0

GPIO_CLKIN_N1, // GPIO Connection 1
Clock Input 0

GPIO_CLKIN_P1, // GPIO Connection 1
Clock Input 1

GPIO_CLKOUTN1, // GPIO Connection 1
Clock Output 0

GPIO_CLKOUT P1 // GPIO Connection 1

Clock Output 1

//

// PARAMETER declarations
//

//

// PORT declarations

//

A iaada Clock Input
s

input iCLK_28; //
28.63636 MHz

input iCLK_50; // 50
MHz

input iCLK_50_2; // 50
MHz

input iCLK_50.3; // 50 MHz

input iCLK_50_4; // 50 MHz

input iEXT_CLOCK; // External

Clock



232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

252

253

Push Button

s

i
input [3:0] iKEY ;

[3:0]
s

i
[17:0] iSW;

Switch [17:0]
s
[6:0] oHEX0D;
Segment Digit 0

DPDT Switch

input

7-SEG Dispaly
output

oHEXO0_DP;
Segment Digit 0 decimal point
[6:0] oHEX1.D;

Segment Digit 1

output

output

oHEX1.DP;
Segment Digit 1 decimal point
[6:0] oHEX2D;

Segment Digit 2

output

output

oHEX2 DP;
Segment Digit 2 decimal point
[6:0] oHEX3D;

Segment Digit 38

output

output

oHEX3_ DP;
Segment Digit 8 decimal point
[6:0] oHEX4 D;

Segment Digit 4

output

output

oHEX4 DP;
Segment Digit 4 decimal point
[6:0] oHEX5D;

Segment Digit 5

output

output

oHEX5_DP;
Segment Digit 5 decimal point
[6:0] oHEX6 D;

Segment Digit 6

output

output

oHEX6_DP;;
Segment Digit 6 decimal point
[6:0] oHEX7D;

Segment Digit 7

output

output

oHEX7_ DP;
Segment Digit 7 decimal point

[ LED
a4

output

144

// Pushbutton

// Toggle

s

// Seven

// Seven
// Seven

// Seven
// Seven

// Seven
// Seven

//  Seven
// Seven

/) Seven
// Seven

//  Seven
// Seven

//  Seven
// Seven

//  Seven



255

258

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

output [8:0] oLEDG;

[8:0]
output [17:0] oLEDR;

[17:0]
J11111101710100001017171/7/)  UART
output oUART.TXD;

UART Transmitter
input iUART RXD;

UART Receiver
output oUART_CTS;
input iUART_RTS;
[ IRDA
output olRDA_TXD;

IRDA Transmitter
input iIRDA_RXD;

IRDA Receiver
/111

inout [31:0] DRAMDQ;
bus 32 Bits

output [12:0] oDRAMOA;
Address bus 138 Bits

output [12:0] oDRAMI1A;
Address bus 13 Bits

output oDRAMO_LDQMO;
byte Data Mask

output oDRAMI1_LDQMO;
byte Data Mask

output oDRAMO_UDQM1 ;
—byte Data Mask

output oDRAM1.UDQM1;
—byte Data Mask

output oDRAMO_WE_N;
Write Enable

output oDRAM1 WE.N;
Write Enable

output oDRAMO_CAS N;
Column Address Strobe

output oDRAMI1_CASN;
Column Address Strobe

output oDRAMO_RASN;
Address Strobe

output oDRAM1_RASN;

Address Strobe

145

// LED Green

// LED Red

A

//
//
// UART Clear To Send
// UART Requst To Send
A
//
//
SDRAM Interface ////////////////////////

// SDRAM Data
// SDRAMY
// SDRAMI
// SDRAMO Lou—
// SDRAM1 Low—
// SDRAMO High
// SDRAM1 High
// SDRAMY
// SDRAMI
// SDRAMO
// SDRAMI
// SDRAMO Row
// SDRAM! Row



278

279

280

281

282

284

285

286

288

289

290

291

292

293

294

295

297

298

299

300

output oDRAMO_CSN;
Select
output oDRAMI1_CSN;
Select
output [1:0] oDRAMOBA ;
Address
output [1:0] oDRAM1 BA;
Address
output oDRAMO_CLK;;
SDRAMO Clock
output oDRAM1_CLK;
SDRAM1 Clock
output oDRAMO_CKE;
SDRAMO Clock Enable
output oDRAMI1_CKE;

SDRAMI1 Clock FEnable
/1S

inout [14:0] FLASHDQ;
bus 15 Bits (0 to 14)

inout FLASH DQ15_AM1;
Bit 15 or Address A—1

output [21:0] oFLASHA;
Address bus 26 Bits

output oFLASH WE_N;;

Enable
output oFLASH RST N
output oFLASH WP N;
Protect /Programming Acceleration

input iFLASH_ RY_N;
/Busy output

output oFLASH BYTE_N;
Word Mode Configuration

output oFLASH_OE_N;
Output Enable

output oFLASH CE_N;
Enable

111111010000100100701707 SRAM Interface

inout [31:0] SRAMDQ;
Bus 32 Bits

inout [3:0] SRAM DPA ;
Data Bus

output [18:0] oSRAMA;

Address bus 21 Bits

//

//

//

//

//

//

//

//

//
//

//

//

//

//

146

SDRAMO Chip

SDRAM1 Chip

SDRAMO Bank

SDRAMI1 Bank

//

//

//

//

Flash Interface ////////////////////////

FLASH Data

FLASH Data bus

FLASH

FLASH Write

FLASH Reset
FLASH Write

FLASH Ready

FLASH Byte/

FLASH

FLASH Chip

s

//

//

//

SRAM Data

SRAM Parity

SRAM



301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

//

output oSRAM_ADSCN;
Address Status
output oSRAM_ADSP N;;
Address Status
output oSRAM_ADV N;;
Advance
output [3:0] oSRAM BEN;
output oSRAM_CE1.N;
output oSRAM _CE2;
output oSRAM_CE3.N;
output 0oSRAM_CLK;
output oSRAM_GW_N’;
Enable
output oSRAM_OE_N;;
output oSRAM_WEN;
/1 ISP1362 Interface
inout [15:0] OTGD;
Data bus 16 Bits
output [1:0] oOTGA;
Address 2 Bits
output oOTG_CSN;
ISP1362 Chip Select
output oOTG_OEN;
ISP1362 Read
output oOTG_-WEN;
ISP1362 Write
output oOTG_RESET N;
Reset
inout OTGFSPEED;
Full Speed, 0 = Enable, = Disable
inout OTGLSPEED;
Low Speed, 0 = Enable, Z = Disable
input iOTG_INTO;
ISP1362 Interrupt 0
input iOTG_INT1;
ISP1362 Interrupt 1
input iOTGDREQQO;
ISP1362 DMA Request 0
input iOTGDREQ1;
ISP1362 DMA Request 1
output 0o0OTGDACKON;
Acknowledge 0
output 0o0OTGDACKIN;

147

// SRAM Controller
// SRAM Processor
// SRAM Burst Address

SRAM Byte Write Enable

// SRAM Chip Enable
// SRAM Chip Enable
// SRAM Chip Enable
// SRAM Clock

// SRAM Global Write

// SRAM Output Enable

// SRAM Write Enable

A aiaa
// ISP1362

// ISP1362

//

//

//

// ISP1362

// USB

// USB

//

//

//

//

// ISP1362 DMA

// ISP1362 DMA



148

Acknowledge 1
sr /)17 LCD Module 16X2 ////////////////////////// 1/

328 inout [7:0] LCD.D; // LCD Data
bus 8 bits

320 output oLCD_ON; // LCD
Power ON/OFF

330 output oLCD_BLON; // LCD
Back Light ON/OFF

331 output oLCDRW; // LCD
Read/Write Select, 0 = Write, 1 = Read

332 output oLCD_EN; // LCD
Enable

333 output oLCD_RS; // LCD
Command/Data Select , 0 = Command, 1 = Data

ssa. ////////////////////  SD Card Interface A

335 inout SD_DAT; // SD
Card Data

336 inout SD_DAT3; // SD
Card Data 3

337 inout SD_CMD; // SD
Card Command Signal

338 output oSD_CLK; // SD
Card Clock

o //////////11/1/ 17771 120
i A

340 inout 12C_SDAT; // 12C
Data

341 output 0I2C_SCLK; // I2C
Clock

N Y ps2
11

343 inout PS2 KBDAT; // PS2
Keyboard Data

344 inout PS2_ KBCLK ; // PS2
Keyboard Clock

345 inout PS2_MSDAT; // PS2
Mouse Data

346 inout PS2_MSCLK ; // PS2
Mouse Clock

s S//))11) 0 VGA
a4

348 output oVGA_CLOCK; // VGA Clock

349 output oVGA_HS; // VGA



354

356

358

360

361

362

363

364

365

366

367

368

369

370

371

HSYNC
output oVGA_VS;
V_.SYNC
output oVGA BLANK N;
output oVGA_SYNCN;
output [9:0] oVGAR;
[9:0]
output [9:0] oVGA G;
[9:0]
output [9:0] oVGAB;
[9:0]
s Ethernet Interface
a4
inout [15:0] ENETD;
DATA bus 16 Bits
output oENET_CMD
DM9000A Command/Data Select, 0 = Command, 1 = Data
output oENET_CS_N;
DM9000A Chip Select
output oENET_IOW N
Write
output oENET IOR_N;
Read
output oENET RESET N
Reset
input {ENET_INT ;
DM9000A Interrupt
output oENET _CLK;

DMI9000A Clock 25 MHz

/) Audio CODEC
A
inout AUD_ADCLRCK;
ADC LR Clock

input iAUD_ADCDAT;
ADC Data

inout AUDDACLRCK;
DAC LR Clock

output oAUD DACDAT;
DAC Data

inout AUDBCLK;

Audio CODEC Bit—Stream Clock

output

0AUD XCK;

Audio CODEC Chip Clock

//
//
//
//

//

//

//

//

//

//

//

//

//

149

// VGA
VGA BLANK
VGA SYNC
VGA Red

VGA Green

VGA Blue

DM9000A

//

//

DM9000A

DM9000A

DM9000A

//

//

Audio CODEC

Audio CODEC

Audio CODEC

Audio CODEC

//

//



372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

) TV Devoder
a4
input iTD1_CLK27;
Decoderl Line_Lock Output Clock
input [7:0] iTD1.D;
Data bus 8 bits
input iTD1_HS;
Decoderl HSYNC
input iTD1_VS;
Decoderl V.SYNC
output oTD1_RESET_N;
Reset
input iTD2_CLK27;
Decoder?2 Line_Lock Output Clock
input [7:0] iTD2.D;
Data bus 8 bits
input iTD2_HS;
Decoder?2 HSYNC
input iTD2_VS;
Decoder2 V_SYNC
output oTD2_RESET_N;
Reset
YA GPIO
inout [31:0] GPIO.0;
Connection 0 1/0
input GPIO_CLKIN_NO;

Connection 0 Clock Input 0

input GPIO_CLKIN_PO;
Clock Input 1

inout GPIO_CLKOUT_NO;
Clock Output 0

inout GPIO_CLKOUT_PO;
Clock Output 1

inout [31:0] GPIO.1;
Connection 1 1/0

input GPIO_CLKIN_NT;
Clock Input 0

input GPIO_CLKIN_P1;
Clock Input 1

inout GPIO_CLKOUT_N1;
Clock Output 0

inout GPIO_CLKOUT P1;

//

//

//

//

150

// TV

TV Decoderl

// v

// TV

TV Decoderl

// TV

TV Decoder?

// TV

/v

TV Decoder2

N a4

//

//

//

//

//

//

//

//

//

GPIO

GPIO

GPIO

//

GPIO

GPIO

GPIO

GPIO

GPIO

GPIO

Connection 0

Connection 0

Connection 0

GPIO

Connection 1

Connection 1

Connection 1

Connection 1
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Clock Output 1

I L L A L A A A A A A s
36 //

sor  // REG/WIRE declarations

38 //

399

a0 // CcCD

101 wire [11:0] CCDDATA;

102 wire CCD-SDAT;

103 wire CCD_SCLK;

104 WwWire CCD_FLASH;

105 WwWire CCDFVAL;

106 Wwire CCD_LVAL;

107 wire CCD_PIXCLK;
108 wire CCDMCILK; // CCD Master Clock
409

410 wire [15:0] Read DATAL;

411 wire [15:0] Read DATAZ2;

412 wire VGA_ CTRL.CLK;
413 Wwire [11:0] mCCDDATA;

14 wire mCCD_DVAL;

a5 wire mCCD_DVALJ;
416 wire [15:0] X_Cont;

a7 wire [15:0] Y_Cont;

18 wire [9:0] X ADDR;

419 wire [31:0] Frame_Cont;

420 Wwire DLY_RST.0;

421 wire DLY_RST.1;

122 wire DLY_RST_2;

423 wire Read;

424 Teg [11:0] rCCDDATA;

125 reg rCCD_LVAL;
126 Treg rCCD_FVAL;
427 wire [11:0] sCCDR;

428 wire [11:0] sCCD.G;

120 wire [11:0] sCCD.B;

430

s SL))S)I S YGO
s
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432 wire [11:0] sCCD.GSDRAM; //Ygo

433 wire [11:0] sCCDBSDRAM; //Ygo

434 wire [11:0] sCCDRSDRAM; //Ygo

435 wire pix_bin; //Ygo
436 wire [31:0] signatures;

437 wire [9:0] signature_a;

438 wire [9:0] signature_b;

439 wire [9:0] signature_c;

440 wire [9:0] signature_d;

41 wire [9:0] signature_l;

442 wire [9:0] signature_r;

13 wire [9:0] signature_val;

144 wire pix_posedge;
445 Wire pix_negedge;
416  wire [11:0] AutoThreshold;

w7 wire [9:0] signature_l_min;

148 wire [9:0] signature_l_max;

449  wire [9:0] signature_r_min;

450 wire [9:0] signature_r_max ;

451  Wire result ;

a2 //wire CCD_START;
a3 //wire CCD_END;

454 assign sCCD_.GSDRAM = iSW[1] ? {pix_posedge ,pix_posedge,pix_posedge,
pix_posedge , pix_posedge ,pix_posedge , pix_posedge ,pix_posedge ,pix_posedge ,
pix_posedge ,pix_posedge ,pix_posedge} : sCCD.G; //Ygo 12’d0 : sCCD.G

455 assign sCCDBSDRAM = iSW|[1] ? {pix_negedge ,pix_negedge ,pix_negedge
pix_negedge ,pix_negedge , pix_negedge , pix_negedge , pix_negedge , pix_negedge ,
pix_negedge ,pix_negedge ,pix_negedge} : sCCDB; //Ygo 12°d0 : sCCD-B

456 assign sCCDRSDRAM = iSW|[2] ? {pix_bin ,pix_bin ,pix_bin ,pix_bin, pix_bin,
pix_bin , pix_bin , pix_bin , pix_bin ,pix_bin , pix_bin , pix_bin} : sCCDR; //Ygo

457 assign signatures [7:0] = signature_d [9: 4],

455 assign signatures [15:8] = signature_c [9:4];

459 assign signatures [23:16] = signature_b [ 415

460 assign signatures [31:24] = signature_a [9:4];

w /)

k)

N A A A A A e add

462

463 wire sCCDDVAL;

164 wire [9:0] oVGAR; // VGA Red
[9:0]

465 wire [9:0] oVGA G; // VGA Green

[9:0]
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wire [9:0] oVGAB; // VGA Blue
[9:0]

reg [1:0] rClk;

wire sdram _ctrl_clk;

//

// Structural coding

//

assign CCDDATA[O] = GPIO_1[11];

assign CCDDATA[1] GPIO_1[10];

assign CCDDATA|[2] GPIO_1[9];

assign CCDDATA[3] GPIO_1[8];

assign CCDDATA[4] GPIO_1[7];

assign CCDDATA[5] GPIO_1[6];

assign CCDDATA(6] GPIO_1[5];

assign CCDDATA[7] GPIO_1[4];

assign CCDDATA /8] GPIO_1[3];

assign CCDDATA[9] GPIO_1[2];

assign CCDDATA[10]=  GPIO_1[1];

assign CCDDATA[11l]= GPIO_1[0];

assign GPIO_.CLKOUTN1 = CCDMCLK;

assign CCDFVAL = GPIO_1[18];

assign CCDLVAL GPIO_1[17];

assign CCD_PIXCLK = GPIO_CLKIN_N1;

assign GPIO_1[15] = 1’bl; // Trigger

assign GPIO_1[14] = DLY_RST_1;

assign oLEDR = iSW;

assign oLEDG|[7:0] = Y _Cont [8:1]; // Ygo

assign oLEDG 8] = result; //Ygo

assign oTD1_RESETN = 1°’bl;

assign oVGA_CLOCK = "VGA_CTRL.CLK;

alwaysQ (posedge iCLK_50) rClk <= rClk+1;

alwaysQ (posedge CCD_PIXCLK)

begin



514

534

543

544

545

546

rCCD_DATA <= CCDDATA;
rCCD_LVAL <= CCD_LVAL;
rCCD_FVAL <= CCD_FVAL;
end
Reset_Delay ul

CCD_Capture

RAW2RGB

)5

comparador

JARST (iIKEY[0]) ,
.oRST_0(DLY_RST.0) ,
.oRST_1(DLY_RST.1) ,
.oRST_2(DLY_RST_2)

u2

.0DVAL (mCCDDVAL) ,
.0X_Cont (X_Cont) ,
.0Y_Cont(Y_Cont) ,
.oFrame_Cont (Frame_Cont )
iDATA (CCD_DATA) ,
iFVAL(rCCD_FVAL)
iLVAL (rCCD_LVAL) ,
iSTART (IiKEY [3]) ,
END (IiKEY [2]) |
.iCLK (CCDPIXCLK) ,
.iRST (DLY_RST_2)

u3d

iRST_n(DLY_RST.1) ,
.iData (mCCDDATA) ,
.iDval (mCCDDVAL) ,
.oRed (sCCDR) ,
.0Green (sCCD_G) ,
.oBlue (sCCD_B) ,
.0oDval (sCCDDVAL) ,
AMIRROR (1°b1) ,
.iX_Cont (X_Cont) ,
1Y _Cont (Y_Cont)

//Ygo

ul2 (

.ithreshold (iISW[17:10]) ,

( iCLK (iCLK_50) ,

( .0DATA (mCCDDATA) |

// at 01DFh

)

( .iCLK (CCD_PIXCLK) ,

iSW[17]

.iRed (sCCDR[11:0]) ,
//Ygo

//Ygo
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574
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576

577

578

579

580

581

582

583

584

585

586

587

588

589

.CCD_PIXCLK (CCD_PIXCLK)
.iAutoThreshold (iSWJ[09]) ,
.iFval (rCCD_FVAL),

.AutoThreshold (AutoThreshold),

.opix_bin (pix_bin) //Ygo

)i //Ygo

signature_generation ul3 (

.CCD_PIXCLK (CCD_PIXCLK) |

.ipix_bin (pix_bin),
.iDval (sCCDDVAL) ,

.signature_a(signature.a

.signature_b

.signature_c

.pix_posedge

signature_b

signature_c

pix_posedge

b

b

)

)

.pix_negedge (pix_negedge

)

signature_filter

)

( )

( )
.signature_d (signature_d),

( )

( )

ul4 (.iSignature_a(signature_a),

.iSignature_b (signature_b),

.iSignature_c(signature_c),

.iSignature_d (signature_d),

.iY_Cont (Y_Cont) ,
.iDval (sCCD.DVAL)

)

.iCCD_PIXCLK (CCD_PIXCLK) ,

.oSignature_l (signature_l),

.oSignature_r (signature_r),

.oSignature_val (signature_val)

)

signature_reference uls (
.iSignature_st (iSW[4]),

.iSignature_l (signature_l),

.iSignature_r (signature.r),

.iSignature_val (signature_val),

.iFval (rCCDFVAL)
.oSignature_l_min
.oSignature_l_max
.oSignature_r_min
.oSignature_r_max

.oResult (result)

)

(
(
(
(

signature_l_min
signature_l_max
signature_r_min

signature_r_max

)
)
)
)

)

)

)

b
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s01 SEG7.LUT.8 ud ( .0SEG0(oHEX0.D) ,.0SEG1(
OHEX1.D) ,

592 .0SEG2(0oHEX2.D) ,.0SEG3(0oHEX3D) ,

598 .0SEG4 (oHEX4.D) ,.0SEG5 (oHEX5.D) |

594 .0SEG6 (oHEX6.D) ,.0SEGT7 (oHEX7.D) |

595 .iDIG ({8’b0,iSW[17:10] ,4’b0, AutoThreshold [11:0]}) ); //Frame_Cont

[81:0] //Ygo

so7 vga_pll ub ( .inclk0 (iCLK_50_2),
598 .cO(ltm_nclk),

599 .el()

600 B

601

602

603 sdram_pll u6 ( .inclk0 (iCLK_50.3) ,
604 .cO0(sdram_ctrl_clk),

605 .c1 (oDRAMOCLK) ,

606 .¢2 (o(DRAM1.CLK)

607 )

608
600 assign CCDMCLK = rClk[0];

610

611 Sdram_Control_4Port u7 ( // HOST Side

612 .REF_CLK (iCLK_50) , //iCLK_50

613 .RESETN(1’bl),

614 .CLK(sdram_ctrl_clk),

615

616 // FIFO Write Side 1

o17 _WRLDATA({sCCD.G.SDRAM[11:7], sCCD.BSDRAM[11:2]}), //
Ygo

618 .WR1(sCCD_DVAL) ,

619 .WRIADDR/(0) ,

620 .WRIMAX ADDR(800%480) ,

621 .WRI1LENGTH(9’h100) ,

622 .WR1LOAD (!DLY_RST.0) ,

623 .WRI1.CLK (CCDPIXCLK) ,

624

625 // FIFO Read Side 1

626 .RD1DATA (Read_DATA1) ,

627 .RD1(Read) ,

628 .RD1_.ADDR(0) ,

629 .RD1. MAX ADDR/(800%480) ,
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.RD1LENGTH(9'h100) ,
.RD1.LOAD (!DLY_RST.0) ,
.RD1.CLK( " ltm_nclk),

// SDRAM Side
.SA(oDRAMOA[11:0]) ,
.BA(oDRAMOBA) ,

.CS_N (0DRAMO.CSN) ,

.CKE(cDRAMO.CKE) |

.RAS.N(0DRAMO_RASN) ,

.CAS.N(oDRAMO.CASN) ,

.WEN (6DRAMO.WEN) |,

DQ(DRAMDQ[15:0]) ,

DQM( {cDRAMO.UDQM1, 6DRAMO.LDQMO} )

)

Sdram_Control_4Port u8 ( // HOST Side
REF_.CLK(iCLK_50), //iCLK_50
RESETN(1°b1),
.CLK(sdram_ctrl_clk),

// FIFO Write Side 1
.WR1DATA ({sCCD.GSSDRAM [6:2] , sCCDRSDRAM|[11:2]}), //Ygo
WRI(sCCD_DVAL) ,
.WRLADDR(0) ,
WRLMAX ADDR(800#480) ,
.WR1LENGTH(9’h100) ,
“WRLLOAD (! DLY_RST.0) ,
.WRI1.CLK (CCDPIXCLK) ,

// FIFO Read Side 1
.RD1DATA (Read DATA2) ,
.RD1(Read),
.RD1.ADDR(0) ,
.RDI.MAX_ADDR (800+%480) ,
.RD1LENGTH(9h100) ,
.RD1.LOAD (!DLY_RST.0) ,
.RD1.CLK( " ltm_nclk),

// SDRAM Side
.SA(oDRAM1A[11:0]),
.BA(oDRAMI1.BA) ,

.CS_N(oDRAM1.CSN) ,
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.CKE(cDRAM1.CKE) |,

_RAS.N(oDRAMI1_RASN) ,

.CAS_N (oDRAM1.CASN) ,

.WEN(0DRAMI.WEN) ,

.DQ(DRAMDQ[31:16]) ,

.DOM({oDRAM1_UDQM1,0DRAM1 LDQMO})
)

assign OoUART.TXD = iUART RXD;

12C_CCD_Config u9 ( // Host Side
LiCLK (iCLK_50) ,
iRST_N(DLY_RST.1) ,
AEXPOSURE_ADJ(iKEY [1]) ,
EXPOSURE_DEC_p(iSW[0]) ,
AMIRRORSW (1°b1), //Ygo iSW/[17]
.ipattern_.SW (iSW[3]), // Yygo
// 120 Side
12C_SCLK (GPIO_1[20]) ,
12C_SDAT(GPIO_1[19])

)

touch_tcon ul0 ( .iCLK(ltm_nclk),
iRST_n(DLY_RST.2) ,
// sdram side
AREAD_DATA1(Read DATA1) ,
iREAD_DATA2(Read DATA2)
.oOREAD_SDRAM_EN(Read) ,
// led side
.oLCDR(1ltm_r),
.oLCD_G(ltm_g) ,
.oLCDB(ltm_b),
.oHD(1ltm_hd) ,
oVD(ltm_vd) ,
.0ODEN(1tm_den)

);

led _3wire_config ull (
// Host Side
LiCLK (iCLK_50) , //iCLK_50
.iRST _n(DLY_RST.0) ,
// 8 wire Side
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740

741

742

743

744

747

748

749

750

751

752

753

754

755

756

757

758

assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign

assign

.03WIRESCLK (1tm_sclk)
.103WIRE_SDAT (1tm_sda) ,
.03WIRE_SCEN (1tm_scen) ,

.03WIRE_BUSY n(ltm_3wirebusy_n)

)

adc_penirq.n =GPIO_CLKIN_NO;
adc_dout =GPIO_0[0];
adc_busy =GPIO_CLKIN_PO;
GPIO.0[1] =adc_din;
GPIO.0[2] =adc_ltm_sclk;
GPIO.0[3] =ltm_b [3];
GPIO.0[4] =ltm_b [2];
GPIO.0[5] —ltm_b [1];
GPIO.0[6] =ltm_b [0];
GPIO.0[7] ="ltm_nclk;
GPIO_0[8] =ltm_den;
GPIO_0[9] —ltm_hd ;
GPIO.0[10] =ltm_vd;
GPIO.0[11] =Itm_b [4];
GPIO.0[12] —ltm_b [5];
GPIO_0[13] =ltm_b [6];
GPIO_CLKOUT N0 =ltm_b [7];
GPIO.0[14] =ltm_g [0];
GPIO_CLKOUT PO =ltm_g[1];
GPIO0[15] =ltm_g [2];
GPIO_0[16] =ltm_g [3];
GPIO.0[17] =ltm_g [4];
GPIO_0[18] =ltm_g [5];
GPIO_0[19] =ltm_g [6];
GPIO.0[20] =ltm_g[7];
GPIO_0[21] =ltm_r [0];
GPIO_0[22] =ltm._r[1];
GPIO_0[23] =ltm_r [2];
GPIO_0[24] =ltm_r [3];
GPIO_0[25] =ltm_r [4];
GPIO_0[26] =ltm_r [5];
GPIO_0[27] =ltm_r [6];
GPIO_0[28] =ltm_r [7];
GPIO.0[29] =ltm_grst;
GPIO_0[30] =ltm_scen;
GPIO_0[31] =ltm_sda;
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assign Iltm_grst = iKEY [0];

assign adc_ltm_sclk = Iltm_sclk ;

// Touch panel signal //

wire [7:0] Itm_r; // LTM Red Data 8 Bits
wire [7:0] Iltm_g ; // LTM Green Data 8 Bits
wire [7:0] ltm_b; // LTM Blue Data 8 Bits
wire Iltm_nclk; // LTM Clcok
wire Itm_hd;

wire ltm_vd;

wire Itm_den;

wire adc_dclk;

wire adc_cs;

wire adc_penirq_n;

wire adc_busy;

wire adc_din;

wire adc_dout;

wire adc_ltm_sclk;

wire ltm_grst;

// LTM Config//

wire Iltm_sclk;

wire Itm_sda;

wire Itm_scen;

wire ltm_3wirebusy_n;

endmodule

Code C.2: Configuragao da camera via 12C

//
// Copyright (c) 2008 by Terasic Technologies Inc.
//
//

// Permission:

//

// Terasic grants permission to use and modify this code for wuse

// in synthesis for all Terasic Development Boards and Altera Development
// Kits made by Terasic. Other use of this code, including the selling
// ,duplication , or modification of any portion is strictly prohibited.

//
// Disclaimer:

//
//  This VHDL/Verilog or C/C++ source code is intended as a design

reference



15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

52

53

54

55

//
//
//
//
//
//
//

which illustrates how these types of functions can be implemented.

It is the user’s responsibility to werify their design for
consistency and functionality through the use of formal

verification methods.

or functionality of this code.

//
//
//
//
//
//
//
//
//
//

Terasic Technologies Inc

356 Fu—Shin E. Rd Sec. 1. JhuBei City,

HsinChu County,
302

web :

email :

Taiwan

http ://www. terasic.com/

support@terasic.com

//

// Major Functions :

//

12C_CCD_Config

//
//

// Revision History

//

//
//

Ver :| Author
Vi.0 :| Johnny Fan

Revision

:| Mod. Date :| Changes Made:

08/04/16

Initial

//

module 12C_CCD _Config ( //

//

input

iCLK,

iRST_N |
iEXPOSURE_ADJ,
{EXPOSURE_DEC p,
iMIRROR_SW,
ipattern_.SW |

// I2C Side
12C_SCLK ,
I2C_SDAT

)5

Host Side

iCLK ;

Host Side

161

Terasic provides no warranty regarding the use
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input

//

output

inout

//

reg
reg
reg
reg
wire
wire
reg
reg

reg

/1) CMOS sensor registers setting ///////////// /1)) /1)1

iRST_N;

12C Side

12C_SCLK ;
12C_SDAT;

Internal Registers/Wires

[15:0] mI2C_CLK_DIV;

[31:0] mI2C DATA;
mI2C_CTRL_CLK;
ml2C_GO;

mI2C_END::
ml2C_ACK;

[23:0] LUTDATA;

[5 LUT_INDEX;

[3 mSetup_ST;

input iEXPOSURE_ADJ;

input iEXPOSURE_DEC p;

input iMIRROR_SW ;

input ipattern_.SW

parameter default_exposure
Original 16°h0500

parameter exposure_change_value

reg [24:0] combo_cnt;

wire combo_pulse;

reg [3:0] iexposure_adj_delay;

wire exposure_adj_set ;

wire exposure_adj_reset ;

reg [15:0] senosr_exposure;

wire [23:0] sensor_start_row;

wire [23:0] sensor_start_column;

wire [23:0] sensor_row_size;

wire [23:0] sensor_column_size;

wire [23:0] sensor_row_mode;

16°h0400; //Yygo

= 16°d30;
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wire [23:0] sensor_column_mode;
wire [23:0] Mirror_d;
wire [23:0] test_pattern_control; //Ygo

assign sensor_start_row = 24°h010036;

assign sensor_start_column = 24°h020010;

assign sensor_row_size = 24’h0303BF;

assign sensor_column_size = 24°h04063F ;

assign sensor_row_mode = 24°h220011;

assign sensor_column_mode = 24°h230011;

assign Mirror_d = iMIRRORSW ? 24’7h204000

247h20c000;
assign test_pattern_control = ipattern.SW 7 24’hA00000 : 24’

hA00039; // Ygo //barras wverticais = A00039 0001 1001

always@ (posedge iCLK or negedge iRST_N)

assign
71

assign

begin
if (!iRST.N)
begin
iexposure_adj_-delay <= 0;
end
else
begin
iexposure_adj_delay <= {iexposure_adj_-delay
[2:0] ,iEXPOSURE_ADJ };
end
end

exposure_adj_set = ({iexposure_adj_delay [0] ,iEXPOSURE_ADJ}==2’b10)
(U
exposure_adj_reset = ({iexposure_adj_delay[3:2]}==2"b10) ? 1 : 0 ;

always@ (posedge iCLK or negedge iRST_N)

begin

begin

if (!iRST.N)
senosr_exposure <= default_exposure;

else if (exposure_adj_set|combo_pulse)

if (iIEXPOSUREDEC.p)
begin
if ((senosr_exposure < exposure_change_value) ||

(senosr_exposure = 16°h0))
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senosr_exposure <= 0;
else
senosr_exposure <= senosr_exposure —

exposure_change_value;

end
else
begin
if (((16° hffff —senosr_exposure) <
exposure_change_value) ||
(senosr_exposure = 16’ hffff))
senosr_exposure <= 16" hffff;
else
senosr_exposure <= senosr_exposure -+
exposure_change_value;
end
end
end

always@ (posedge iCLK or negedge iRST_N)
begin
if (liRST.N)
combo_cnt <= 0;
else if (l!iexposure_adj_-delay[3])

combo_cnt <= combo_cnt + 1;

else
combo_cnt <= 0;
end
assign combo_pulse = (combo_cnt = 25’ h1f{ffff) ? 1 : 0;
wire i2c_reset;
assign i2c_reset = iRST_.N & “exposure_adj_reset & “combo_pulse ;

A A e

// Clock Setting

parameter CLK _Freq = 50000000; // 50 MHz
parameter I12C_Freq = 20000; // 20 KHz
// LUT Data Number

parameter LUT_SIZE = 27;  //Ygo antes 25
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12C Control Clock

always@ (posedge iCLK or negedge i2c_reset)

<=

<=
<=

165

s

< (CLK_Freq/I2C_Freq) )

mlI2C_CLK_DIV <=
mI2C_.CTRL.CLK <=

begin
if (li2c_reset)
begin
mlI2C_CTRL_CLK
mlI2C_CLK_DIV
end
else
begin
if ( mI2C_CLK_DIV
mlI2C_CLK_DIV
else
begin
end
end
end

mI2C_CLK_DIV+1;

0;
"mI2C_CTRL_CLK ;

N A A A A aa

I2C_Controller u0 (
Controller Work Clock
.I12C_SCLK (I2C_SCLK) ,
.I2C_SDAT (12C_SDAT) ,
I2C_DATA (mI2C_DATA) ,
DATA]

.GO(mI2C_GO) ,
.END(mI2C_END) ,
ACK(mI2C_ACK) ,
.RESET(i2c_reset )

)3

.CLOCK (mI2C_CTRL_CLK) , //
// 12C CLOCK
// 12C DATA
// DATA: [SLAVE.ADDR, SUB_ADDR,

// GO transfor
// END transfor
// ACK

N A A e

/11 Config Control
or negedge iRST_N)

A aa

always@ (posedge mI2C_CTRL.CLK or negedge i2c_reset)

//always@ (posedge

begin

if (li2c_reset)

begin
LUT_INDEX <=
mSetup_ST <=
ml2C_GO <=

end

else if (LUTINDEX<LUT_SIZE)
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begin

case (mSetup_ST)

0: begin
end

1: begin
end

2: begin
end

endcase

end

end

N Y A A e a

s e

mI2C_DATA <=
ml2C_GO <=
mSetup_ST <=

if (mI2C_END)

{8 hBA,LUT DATA};

begin
if (!mI2C_ACK)
mSetup_ST <= 2;
else
mSetup_ST <= ;
mlI2C_GO <= ;
end
LUTINDEX <= LUTINDEX+1;
mSetup_ST <= 0;

Config Data LUT

always
begin
case (LUT_INDEX)
0 LUT DATA
1 LUT DATA
//
2 LUTDATA
FExposure
3 LUT DATA
//
4 LUTDATA
//
5 LUT DATA
//
6 LUTDATA

//

<=
<=

24°h000000;
Mirror_d;

Mirror Row and Columns
{8’h09, senosr_exposure };//

<=

<=
H_Blanking
<=
V_Blanking
<=

change latch

<=

Green 1 Gain

24h050000;

24°h060019;

24 h0A8000 ;

24°h2B0033;
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default :LUT DATA

//

LUTDATA

//
LUT_DATA

//
LUTDATA

//
LUT_DATA

//
LUTDATA

//
LUT_DATA

//
LUTDATA

//
LUT_DATA

//
LUTDATA

Test pattern control

0011 1001 0z39

//

//

//

//

//
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<= 24°h2C0135;
Blue Gain

<= 24°h2D0339;
Red Gain

<= 24°h2E0033;
Green 2 Gain

<= 24°h100051 ;
set up PLL power on

<= 24°h111804;
PLL_m_Factor<<8+PLL_n_Divider

<= 24°h120001;
PLL_p1_Divider

<= 24°h100053;
set USE PLL

<= 24°h980000;

disble calibration
<= test_pattern_control;
//Ygo 24 ’hA00000

LUTDATA <= 24 hA10A00;
// Test green pattern wvalue //Ygo
LUT DATA <= 24 hA20000;
// Test red pattern wvalue //Ygo
LUTDATA <= 24 hA30D00;
// Test blue pattern wvalue //Ygo
LUT DATA <= 24 hA400AF ;
// Test pattern bar width //Ygo
LUT DATA <= sensor_start_row ;
set start row
LUT DATA <= sensor_start_column ; //
set start column
LUT DATA <= sensor_row_size;
set row size to
LUT DATA <= sensor_column _size;
set column size to 2047
LUT DATA <= sensor_row_mode ;
set row mode in bin mode
LUT DATA <= sensor_column_mode;
set column mode in bin mode
LUTDATA <= 24 h4901A8;
// row black target
<= 24h000000;

endcase



277

278

279

1

[
ot

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

36

37

38

endmodule
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Code C.3: Etapa de limiarizagao

module comparador (

input[11:0] iRed,

input [7:0] ithreshold ,

input CCD_PIXCLK,

input iFval,

input iAutoThreshold ,

output reg [11:0] AutoThreshold,
output reg opix_bin

)5

reg [18:0] ContPIX;

//assign opiz_bin = (iRed > {ithreshold [9:0],2°b0}) ? 1’b1

always @ (posedge CCD_PIXCLK)

begin

if (iAutoThreshold = 1’b0)

begin

if (iRed > {ithreshold [7:0],4°b0})
opix_bin <= 1;

else
opix_bin <= 0;

end

else

begin

if (iRed > AutoThreshold)
opix_bin <= 1;

else
opix_bin <= 0;

end

if (iFval = 1’b0)
begin

ContPIX <= 0;

end

else

begin

1°b0;
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if (opix_bin = 1’bl)
ContPIX <= ContPIX + 1;

end

end

always @ (negedge iFval)
if (ContPIX > {ithreshold[7:0],11’b0})
AutoThreshold <= AutoThreshold + 1;
else
AutoThreshold <= AutoThreshold — 1;

endmodule
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Code C.4: Geracao da assinatura - Deteccao das transicoes relevantes

module signature_generation (
input CCD_PIXCLK,
input ipix_bin,
input iDval,
output reg | | signature_a, //primeiro posedge

output reg [9:0] signature_b, //ultimo negedge

output reg | | signature_c, //primeiro negedge

output reg [9:0] signature.d,

output reg pix_posedge,

output reg pix_negedge

); //ultimo posedge

reg [9:0]cont;

reg [9:0]signature_al;
reg [9:0]signature_bl;
reg [9:0]signature_cl;
reg [9:0]signature_dl;

reg ipix_bina;

always @ (posedge CCD_PIXCLK)

begin

if (iDval)
begin
if (signature.dl = (cont — 1))
begin

if (cont != 0)
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else

pix_posedge <= 1’bl;
end
else

pix_posedge <= 1’b0;

if (signature.bl = (cont — 1))
pix_negedge <= 1’bl;
else

pix_negedge <= 1’b0;

cont <= cont + 1;

if (cont = 10°d0)
begin
signature_a <= 10°d0;
signature_b <= 10°d0;
signature_c <= 10’d0;
signature_.d <= 10’d0;

end
else
begin
if (pix_posedge)
begin
signature_a <= signature_al;
signature_d <= signature_dl;
end
if (pix_negedge)
begin
signature_c <= signature_cl;
signature_b <= signature_bl;
end
end
end
begin
cont <= 0;

signature_al <= 10°d810;
signature_bl <= 10’d810;
signature_cl <= 10°d810;
signature_dl <= 10’d810;
signature_a <= 10’d0;
signature_b <= 10°d0;
signature_c <= 10°d0;
signature_d <= 10°d0;
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end

if (!ipix_bina)

if (ipix_bin)
//always @ (posedge ipiz_bin)

begin

signature_dl <= cont;

if (signature_a =— 10°d0)

signature_al <= cont;

end

if (ipix_bina)
if (lipix_bin)

// always @ (negedge ipiz_bin)

begin

signature_bl <= cont;

if (signature_.c = 10°d0)

signature_cl <= cont;

end

ipix_bina <= ipix_bin;

end

endmodule
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Code C.5: Geragao da assinatura - Deteccao das regioes de interesse e

construcao das assinaturas

module signature_filter (

input [9:0] iSignature_a
input [9:0] iSignature.b
input [9:0] iSignature_c
input [9:0] iSignature_d

input iDval,
input [15:0] iY_Cont,
input iCCD_PIXCLK,

output reg [9:0] oSignature._l,
output reg [9:0] oSignature.r, //b — d

output oSignature_val

)

reg [7:0] contl;

)

Y

3

)
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reg [7:0] cont2;

reg flag_ top , flag_bottom , flag_bottom2, flag_body,
reg PIXCLK;

reg [9:0] Signature.a;

reg [9:0]

reg [9:0] Signature_c;
reg [9:0]

reg oldnull;

reg [15:0] Y_Cont_-bottom;

Signature_b;

Signature_d;

wire Sig_val_tmpl;

reg Sig_val_tmp2;

reg [9:0] Signature_ml [0:49];
reg [9:0] Signature.mr [0:49];
reg [7:0] index;

wire matrix_sig_val;

always @ (negedge iDval)
begin

if (iY-Cont = 16°d1)
begin
contl <= 0;
flag_top <= 0;
flag_null <= 0;
flag_bottom <= 0;
flag_body <= 0;

end

Signature_a <= iSignature_a;
Signature_b <= iSignature_b;
Signature_c <= iSignature_c;

Signature_d <= iSignature_d;

if (flag_.top = 0)
if (contl = 0)
if (iSignature.a != 0)
flag_top <= 1;

if (flag_-top = 1)
begin
contl <= contl + 1;
if (contl = 8°d50)
begin

flag_null ,

iDval_old;
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flag_top <= 0;

flag_null <= 1;

Y _Cont_bottom <= iY_Cont + 100;
end

end

if (flag_null = 1)

begin

if ((iSignature_a < iSignature_c) && (iSignature_c <
iSignature_d) && (iSignature_d < iSignature_b) && (
iY_Cont > Y_Cont_bottom))

oldnull <= 1;

else

oldnull <= 0;

if ((iSignature_c > iSignature_d) && (oldnull = 1))
begin

flag_null <= 0;

flag_bottom <= 1;

flag_body <= 1;

end

end

if (flag_.body = 1)

end

begin

contl <= contl + 1;

if (contl = 8°d100)
begin
flag_body <= 0;
end

end

always @ (posedge iCCD_PIXCLK)

begin

iDval_old <= iDval;
PIXCLK <= !PIXCLK;

end

always @ (posedge PIXCLK)

begin
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99

100 if (flag_bottom = 0)

101 begin

102 flag_bottom2 <= 0;

103 cont2 <= 0;

104 end

105

106 if (flag_bottom = 1)

107 begin

108 if (cont2 < 8’d50)

109 begin

110 cont2 <= cont2 + 1;

111 flag_bottom2 <= 1;

112 end

113 else

114 flag_bottom2 <= 0;

115 end

116

117 end

118

119 always

120 begin

121 Sig_val_tmpl = ((iDval && (flag_top || flag_-body)) || (!PIXCLK &&
flag_bottom?2));

122 oSignature_val = ((iDval_old && (flag_top || flag_body)) || (!
PIXCLK && flag_bottom?2));

123 matrix_sig_val = ((iDval && flag_null) || (!PIXCLK && flag_bottom?2)
)

124 end

125

126 always @ (posedge Sig_val_tmpl)

127 begin

128 if (flag-top = 1)

129 begin

130 oSignature_l <= Signature_a;

131 oSignature_.r <= Signature_b;

132 end else

133 if (flag_bottom2 =— 1)

134 begin

135 oSignature_l <= Signature_ml [index]; //

COPIAR DA MATRIZ!
136 oSignature_r <= Signature_mr [index];

137 end else
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if (flag_.body = 1)

end

begin
oSignature_l <=
oSignature_r <=

end

always @ (posedge matrix_sig_val)

begin
if (flag_null =
begin

Signature_ml [index] <= Signature_c; //COPIAR NA MATRIZ!

1)

Signature_mr [index] <= Signature_d;

end

if (index = 8’d49)

index <= 8’d0;
else
index <= index +

end

endmodule

1;

Signature_a;

Signature_b;
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Code C.6: Etapa de comparacao

module signature_reference (iSignature_l,

iFval , iSignature_st ,

input
input
input
input
input
output
output
output
output
output

reg [9:
reg [9:
reg [9:

oSignature_l_min ,

oSignature_l_max , oSignature_r_min ,

oSignature_r_max, oResult);

[9:0] iSignature_l;
[9:0] iSignature_r;

iSignature_val;

iFval;

iSignature_st ;

reg [9:0
reg [9:0
reg [9:0
reg [9:0

reg oResult;

0] signature_l_min
0] signature_l_max

0] signature_r_min

] oSignature_l_min;
] oSignature_l_max;
] oSignature_r_min;
]

oSignature_r_max ;

[0:150];
[0:150];
[0:150];

iSignature_r ,

iSignature_val |
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reg [9:0] signature_r-max [0:150];

reg [7:0] memory_pos;

reg result_tmp ;

always @ (posedge iSignature_val)

begin

if (iSignature_st = 1)

begin

if (iSignature_l > 50)
signature_l_min [memory_pos] <= iSignature_l — 8’d50;
else

signature_l_min [memory_pos] <= 8’d0;
signature_l_max [memory_pos| <= iSignature_l + 8’d50;
if (iSignature_r > 50)
signature_r_min [memory_pos] <= iSignature_.r — 8’d50;
else
signature_r_min [memory_pos] <= 8°d0;
signature_r_max [memory_pos] <= iSignature_.r + 8’d50;

end

oSignature_l_min <= signature_l_min ;

memory_pos

)

oSignature_l_max <= signature_l_max [memory_pos

[ ]

[ ]
oSignature_.r_min <= signature_r_min [memory,pos] ;

[ ]

oSignature_.r_max <= signature_r_max [memory_pos

bl

end

always @ (negedge iFval or posedge iSignature_val)
begin
if (!iFval)
memory_pos <= 8’d0;
else
memory_pos <= memory_pos + 8’dl;

end

always @ (posedge iSignature_val)

if ((iSignature_l < signature_l_min [memory_pos]) || (iSignature_l
> signature_l_max [memory_pos]) || (iSignature_r <
signature_r _min [memory_pos|) || (iSignature_r > signature_r_max

[memory_pos]) )
result_tmp <= 1’bl;
else

result_tmp <= 1’b0;
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always @ (posedge result_tmp or posedge iFval)
if (result_tmp)
oResult <= 1’b1;
else
oResult <= 1’b0;

endmodule
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