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ABSTRACT

In the last two decades, the development of nanoscale luminescent materials presenting temper-
ature-dependent optical properties led to the emergence of the so-called luminescence-based
nanothermometers. Nowadays, these sensing devices are responsible for unveiling temperature
related phenomena at the micro- and nanometric scales. However, most of the current lit-
erature on luminescence nanothermometry reports ensemble averaged data, which neglects
the particular characteristics of each nanothermometer, leading to important inaccuracies in
the temperature measurements. Therefore, in this work, the thermal sensing capabilities of
individual luminescent nanothermometers are investigated through the use of two different
techniques in a temperature range compatible with biological systems. The first study con-
sists on characterizing the same five individual Yb3+/Er3+codoped yttria nanocrystals (NCs)
as nanothermometers in different environments (air, water and ethylene glycol) applying the
Luminescence Intensity Ratio (LIR) technique. The second study reports on the character-
ization of individual nanodiamonds containing a single negatively charged nitrogen-vacancy
defect (NV−) as nanothermometers via Optically Detected Magnetic Resonance technique.
The obtained LIR results show that the thermometric behavior of each NC in air and water
are equivalent, returning relative sensitivities (𝑆𝑅) and thermal resolutions (𝛿𝑇 ) as high as
2.3 % K−1 and 0.4 K, respectively. It was also observed that 𝑆𝑅 and 𝛿𝑇 for each nanoth-
ermometer can be much more precisely determined than those obtained from the average
on the set of five NCs. The increased uncertainties of the average parameters are related to
the NC’s size variations, which manifest through the differences on the surface/volume ratio
between the selected NCs. This assumption is reinforced by the observed correlation between
the single-NC thermometric parameters with the NC brightness. In addition, the relevance of
the NC-solvent interaction becomes evident when the NCs are embedded in ethylene glycol,
for which molecular vibrational modes can resonantly interact with the Er3+ ions electronic
excited states. Meanwhile, results on nanothermometry with single NV− defects on nanodia-
monds also present differences on the measured thermal parameters. A linear dependence of
the electron spin resonances (ESR) with temperature was observed for three nanodiamonds
and varies from -88 kHz K−1 to -110 kHz K−1. The distinct thermal responses may be due
to the presence of structural defects, impurities and inner strain of each nanodiamond. This
argument is reinforced by the observed correlation between the measured strain parameter
and the temperature dependency of the ESR frequencies for each nanodiamond. These re-



sults corroborate those obtained for the individual lanthanide-doped nanothermometers. Also,
an Arduino-based ESR tracking system is implemented to continuously monitor temperature
changes of the sample with a nanodiamond, reaching 𝛿𝑇 values on the order of 1.7 K. Such
system may be implemented to measure spatial temperature inhomogeneities with spatial res-
olutions only limited by the nanodiamond size (∼25 nm). The results reported in this Thesis
point out to the importance of the calibration of individual luminescent nanothermometers
and its interaction with the surrounding medium, reinforcing the ultra-high resolution thermal
sensing capabilities of both nanothermometric systems.

Keywords: luminescence nanothermometry; lanthanide ions; nanodiamond; electron spin res-
onance; scanning optical microscopy.



RESUMO

Nas últimas duas décadas, o desenvolvimento de materiais luminescentes em nanoescala que
apresentam propriedades ópticas dependentes foi responsável pelo surgimento dos nanoter-
mômetros luminescentes. Atualmente, esses sensores são os principais responsáveis por desven-
dar os fenômenos relacionados à temperatura na escala sub-micrométrica. Contudo, a maior
parte da literatura atual sobre nanotermometria de luminescência relata dados obtidos com
ensembles, negligenciando as características particulares de cada nanotermômetros, podendo
levar a imprecisões importantes nas medidas de temperatura. Portanto, neste trabalho, as ca-
pacidades de sensoriamento térmico de nanotermômetros individuais são investigadas através
do uso de duas técnicas diferentes. Mais especificamente, esta Tese relata e discute dois es-
tudos experimentais sobre nanotermometria. O primeiro consiste em caracterizar como na-
notermômetros os mesmos cinco nanocristais (NCs) de ítria codopados com Yb3+/Er3+ em
diferentes ambientes (ar, água e etilenoglicol) aplicando a técnica de Razão de Intensidade de
Luminescência (LIR). O segundo estudo relata a caracterização de nanodiamantes individuais
contendo um único defeito de nitrogênio-vacância (NV−) como nanotermômetros lumines-
centes, através da técnica de Ressonância Magnética Opticamente Detectada. Os resultados
obtidos com LIR mostram que o comportamento termométrico de cada NC no ar e na água
são equivalentes, retornando sensitividades relativas (𝑆𝑅) e resoluções térmicas (𝛿𝑇 ) máximas
de 2.3 % K−1 e 0.4 K, respectivamente. Observou-se também que 𝑆𝑅 e 𝛿𝑇 de cada nanoter-
mômetro podem ser determinados com maior precisão se comparados àqueles obtidos a partir
da média dos cinco NCs. As maiores incertezas dos parâmetros médios estão relacionadas
às variações de tamanho dos NCs, manifestando-se através da relação superfície/volume dos
NCs selecionados. Esta suposição é reforçada pela observação de uma correlação entre os
parâmetros termométricos dos NCs individuais com o seu brilho. Além disso, a relevância da
interação NC-solvente torna-se evidente quando estes são embebidos em etilenoglicol, onde os
modos vibracionais moleculares podem interagir de forma ressonante com os estados excitados
eletrônicos dos íons de Er3+. Enquanto isso, os resultados de nanotermometria com defeitos
NV− únicos também apresentam diferenças em 𝑆𝑅 e 𝛿𝑇 entre os nanotermômetros seleciona-
dos. Foi observada uma dependência linear das frequências de ressonância eletrônica de spin
(ESR) dos defeitos com a temperatura, variando entre −88 kHz K−1 a −110 kHz K−1 para os
três nanodiamantes. As diferentes respostas térmicas podem ser causadas por defeitos estrutu-
rais, impurezas e tensão interna. Esse argumento é reforçado pela correlação observada entre



o parâmetro de tensão medido e a dependência das frequências ESR com a temperatura para
cada nanodiamante. Os resultados corroboram aqueles obtidos para os nanotermômetros indi-
viduais codopados com íons lantanídeos. Ademais, um sistema de rastreamento de frequências
de ESR baseado em Arduino é implementado para monitorar continuamente a temperatura
da amostra com um nanodiamante, atingindo 𝛿𝑇 da ordem de 1.7 K. Este sistema de moni-
toramento pode ser implementado para medir inomogeneidades de temperatura com resolução
espacial limitada apenas pelo tamanho do nanotermômetro (∼25 nm). Portanto, estes resulta-
dos apontam para a importância da calibração de nanotermômetros luminescentes individuais
e sua interação com o ambiente, reforçando as capacidades de sensoriamento térmico de
altíssima resolução de ambos sistemas nanotermométricos.

Palavras-chaves: nanotermometria de luminescência; íons de lantanídeos; nanodiamante;
ressonância eletrônica de spin; microscopia óptica de varredura.
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for NV1, NV2 and NV3, respectively. . . . . . . . . . . . . . . . . . . . . 108
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1 INTRODUCTION

The description of several phenomena found in nature relies on the determination of one
of the most fundamental physical quantities ever investigated by mankind: temperature. It can
be described as the manifestation of thermal energy present in all matter, being a measure
of coldness or hotness expressed in several arbitrary scales and indicates the direction that
heat energy spontaneously flows between bodies with different temperatures. Temperature-
dependent phenomena manifest themselves in the most extreme situations of nature, from the
greatest and hottest - as the early moments of the Big-Bang with temperatures up to 1032

K [1] - to the coldest and smaller phenomena - as the temperatures obtained in ultra-cold
Bose-Einstein condensates comprising a thousand atoms, reaching outstanding 38 × 10−12 K
[2].

The first discussions on the thermal behavior of bodies go all way back to the ancient
Greece, as depicted by the ideas of hot and cold discussed by Aristotle whose definitions lasted
for about two thousand years [3]. However, quantitative temperature investigations of natural
phenomena could only be possible due to the advent of the first thermometers, as the water
thermoscope invented by Galileo Galilei in 1596 and the mercury thermometer built by Daniel
G. Fahrenheit in 1714 [3]. Such sensing devices were based on the fact that some materials
present physical properties strongly dependent on temperature. In the two mentioned cases, the
temperature measurements were possible due to the physical phenomenon of thermal dilation,
in which the the volume of the liquids (water and mercury) are dependent on temperature. The
development of these sensing devices significantly contributed to the first studies in physics,
chemistry, medicine and biology.

Currently, the miniaturization of electronic systems and the investigation of physical/bio-
logical phenomena down to the micrometric (10−6 m) and nanometric (10−9 m) scale have
led to the necessity of developing thermal sensors with similar scales. Investigating such small
structures creates the demand of developing non-invasive sensing methods in order to pre-
serve the physical integrity of the investigated system and to assure the non-interference of
the sensing device. Thus, at first sight, it seems impossible to find a way to measure phys-
ical quantities as temperature with nanometric spatial resolution via non-invasive methods.
However, a possible alternative to this to this problem is direct and simple: light!

The recent advances on synthesis of luminescent materials presenting interesting temper-
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ature-dependent physical phenomena allowed the development of thermometers in the nano-
metric scale, capable of obtaining the local temperature of sub-micrometric structures in
a non-invasive way. These modern nanoscale thermal sensors, named luminescent nanother-
mometers, are based on the temperature dependence of the light emitted by specific materials.
Similar to the first developed nanothermometers, in this case, a temperature-related physical
phenomenon - luminescence - can be used to determine the temperature of a system, lead-
ing the possible applications of thermometry to a new level regarding spatial and thermal
resolution.

The number of current candidates for luminescent thermometry are practically countless
[4]. Among the current temperature-sensing strategies, those based on luminescence intensity,
excited state lifetime, peak position, fluorescence polarization anisotropy, emission/excitation
emission intensity ratio and optically detected magnetic resonance can be mentioned [5]. To
get a better idea concerning the capabilities of luminescence nanothermometry, such tech-
niques were responsible for unveiling the temperature-governed underlying mechanisms of
heat transport in living cells [6]; heterogeneous temperature distribution in cell organelles [7];
diagnosis of subcutaneous tissue inflammation in-vivo [8]; and contactless monitoring of local
heat dissipation on microelectronic devices [9].

However, the current nanothermometry sensing studies are often performed with ensembles
of nanoparticles which may lead to inaccurate temperature readings depending on the homo-
geneity of the nanothermometers. For instance, spatially resolved temperature measurements
performed with ensembles of intensity-based nanothermometers may present temperature mis-
readings if the local distribution of nanoparticles fluctuate with time or spatial position [5].
Other studies presented a dependence on size of the thermal responses of intensity ratio-
based nanosensors [10, 11], which may cause temperature reading errors depending on the
size inhomogeneity of the nanoparticles on a ensemble. Thus, the use of a single calibrated
nanothermometer is the best alternative to overcome these problems [5].

The interaction between a thermometer and its surrounding medium is a sine qua non

condition for the operation of the thermometer. This means that the interaction must not
modify the thermometer sensing properties. In real application scenarios, the nanothermometer
is usually used to determine the temperature inside biological and complex chemical media.
However, the behavior of luminescent centers close to the surface may change significantly due
to nanocrystal (NC) surface defects [12] or quenching induced by energy transfer to vibrational
modes on nearby molecules [13, 11]. Therefore, the influence of the surrounding environment
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on the thermal response of the nanothermometers must to be taken in account in order to
obtain precise temperature measurements.

Due to the aforementioned relevance on the development of efficient and precise lumines-
cent nanothermometers, this Thesis brings results on the investigation of the thermal sensing
capabilities of single luminescent nanothermometers through the use of different temperature-
sensing techniques, carried out in two major experiments. The first one focuses on studying
the influence of the environment on the thermal response of individual yttria (Y2O3) NCs
codoped with Yb3+ and Er3+ through Luminescence Intensity Ratio (LIR) technique. It is
based on the spectroscopic analysis of the upconversion (UC) emission intensities from the
2H11/2 and 4S3/2 excited states of Er3+ ions under near infrared excitation. The experiment
was carried out by measuring the thermal sensing capabilities of five individual NCs on three
different environments: air, water and ethylene glycol. The thermal responses were quantita-
tively obtained through the ratio between the integrated luminescence intensities of the Er3+

green emission lines centered at 528 nm and 550 nm under 977 nm excitation light. The ex-
perimental setup consists in an inverted sample-scanning optical microscope which allows the
identification and spatial localization of single NCs spread over a glass coverslip through their
emitted luminescence. In addition, in order to investigate the NCs in the chosen environments,
a liquid deposition protocol was developed and is reported in detail on chapter 3.

The second major experiment is based on investigating the thermal sensing capabilities
of single negatively charged nitrogen-vacancy (NV−) defects on nanodiamonds. This study
was carried out with the aim of monitoring the temperature of a sample through the use of
Optically Detected Magnetic Resonance (ODMR) temperature-sensing technique. This nan-
othermometry technique is based on the optical detection of the NV− electron spin resonances
(ESRs) under CW illumination. To detect the luminescent nanodiamonds, a home-assembled
confocal optical microscope associated with a Hanbury-Brown and Twiss (HBT) interferome-
ter was used to identify and localize the single emitters through their emitted red luminescence
(600 nm to 800 nm wavelength) under 532 nm laser excitation light. The experimental setup
used in this study and the deposition of fluorescent nanodiamonds over a photolithographed
microwave (MW) antenna allow the identification of individual NV− defects and the obtaining
of their thermal responses via ODMR measurements. With the nanothermometers calibrated,
a low-cost ESR tracking system based on Arduino Due-LabVIEW interface is then used to
monitor the temperature of the sample with a nanodiamond containing a single NV− defect.

The work is organized as follows. In chapter 2 the main concepts about luminescence
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nanothermometry with single NCs are presented along with the fundamental principles of
LIR and ODMR temperature-sensing techniques. The discussions about the two implemented
techniques are followed by the main justifications of using codoped lanthanide ions and
single NV− defects on nanodiamonds for nanothermometry purposes. Still in this chapter,
the concepts of relative sensitivity and thermal resolution are discussed, including the meth-
ods implemented in this work for determine these parameters for single nanothermometers.
Chapter 2 is finalized with a discussion on the fundamentals of the high-resolution lumines-
cence microscopy techniques used in this Thesis. Chapter 3 brings the results on the ex-
periments about the environment influence on the thermal response of individual LIR-based
Y2O3:Yb3+/Er3+nanothermometers. In chapter 4 the experimental results on real-time nan-
othermometry with single NV− defects are reported. Finally, in chapter 5 the conclusions and
perspectives of this Thesis are presented.
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2 LUMINESCENCE NANOTHERMOMETRY WITH SINGLE NANOPARTI-

CLES

As previously mentioned, current advances on the investigations of temperature varia-
tions on sub-micron scale systems result in a demand to develop non-invasive nanothermom-
etry methods. The cornerstone of current nanothermometry is the fact that some materials
present luminescent properties that are strongly dependent on temperature, which can lead to
the development of temperature sensors at nanoscale with high thermal sensitivity and spa-
tial resolution [4]. Thanks to modern physicochemical synthesis routes, the discovery of new
temperature-dependent properties in a range of luminescent materials broadened the possi-
bilities of nanoscale thermal sensing techniques [5]. The current sensing strategies employed
for performing nanothermometry are based on the temperature dependence of the molecular-,
atomic- and even electronic-scale dynamics of a given nanothermometer. Each of these dynam-
ics may be phenomenologically measured through optical indicators such emission intensity,
absorption/emission peak position, excited state lifetime, electron spin resonance, optically
detected magnetic resonance, and others [4, 5].

Among the luminescence-based nanothermometry techniques, two specific sensing strate-
gies can be highlighted due to recent advances in high resolution nanothermometry: LIR and
ODMR. The temperature-dependent behavior of the optically detectable luminescence for both
techniques is schematically represented in Figure 1. The LIR technique can return temperature
values by monitoring the ratio between the integrated intensity of two emission or excitation
peaks [Figure 1a)]. Meanwhile, thermometers based on the ODMR technique [Figure 1b)] rely
on the temperature dependence of the spin resonance of nitrogen-vacancy defects, which can
be optically detected through a coherent control of the spin states with microwave pulses. In
this sense, this chapter will present in more detail the LIR and ODMR techniques and the
necessary physical properties that a system must present in order to be implemented as a
nanothermometer.
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Figure 1 – a) LIR and b) ODMR temperature sensing strategies for performing luminescence nanothermom-
etry. The blue and red lines indicate the detected optical signals for low and high temperatures,
respectively.

Font: The Author (2022)

2.1 LUMINESCENCE INTENSITY RATIO TECHNIQUE

As mentioned above, LIR-based luminescence thermometry is an experimental technique
based on the ratio between the integrated emission intensities from two excited states of a
given fluorophore. Before presenting the results obtained with this thermometric technique, it
is necessary to introduce the physical properties that allow performing LIR nanothermometry.
Thus, the current subsection is dedicated to understanding of the physical mechanisms behind
the implementation of LIR nanothermometry. In order to do that, the fundamental concepts
of statistical distribution of thermal population between two close lying energy states will be
introduced, followed by the discussion of how multiphonon assisted processes are related to
the energy UC processes in trivalent lanthanide ions (Ln3+)-doped solid state matrices In the
sequence, the definition of LIR is formally presented. Next, the main reasons for performing LIR
thermometry with Ln3+ complexes are presented, with a special emphasis on those justifying
the LIR thermometry with Ln3+ codoped systems. Last but not least, discussions will be
presented concerning the NC-solvent interactions on LIR-based nanothermometers, which are
the main reason for investigating the interactions between individual nanothermometers and
the outer environment, as will be shown in the experimental results on Chapter 3.



32

Figure 2 – Schematic representation of spontaneous Raman scattering depicting the emission of a a) Stokes
photon and b) Anti-Stokes photon. Here, 𝜈𝐿 is the frequency of the excitation photons and 𝜈𝑃 is
the frequency of the created or annihilated quantum of vibrational energy.

Font: Adapted from [15]

2.1.1 Statistical distribution of thermal population

In order to understand the underlying physical mechanisms which allows one to perform
nanothermometry by implementing the LIR technique, it is interesting to discuss first a few
physical processes, such as the Raman scattering. The reason for this will become clear soon.
In Stokes Raman scattering, as depicted in Figure 2, the incident laser photon with frequency
𝜈𝐿 interacts with the material and is inelastically scattered by a molecule which can be excited
to a high vibrational energy state associated with the electronic ground state manifold. In this
picture, we can consider two vibrational levels: the ground state |𝑔⟩ and the first vibrational
state |𝑒⟩ such that the energy separation between them is the vibrational energy ℎ𝜈𝑃 [14]. Thus,
a laser photon may induce a transition through a virtual level, |𝑣⟩, simultaneously generating
a Stokes-shifted photon with frequency 𝜈𝐿 − 𝜈𝑃 . The result is that the scattering leads the
system to the vibrational level |𝑒⟩ and a quantum of molecular vibration (or the generation of
a phonon in a crystalline lattice) was created. The creation of a quantum of vibration means
that the molecular system becomes hotter. An opposite Raman scattering process happen, and
is called anti-Stokes. In this situation, the sample is pumped with the same photon energy,
but the molecule is initially found in its vibrational excited state |𝑒⟩. The interaction with the
sample promotes the system to the virtual level |𝑣⟩ instantaneously generating an anti-Stokes
photon with frequency 𝜈𝐿 +𝜈𝑃 which drives the system to its ground state |𝑔⟩. In this situation
a vibrational excitation (or phonon) is annihilated and the molecule becomes colder [14].
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The occupation probability distribution of the molecules’ energy levels is related to the
temperature of the system 𝑇 through the Maxwell-Boltzmann statistics, given by [16]

𝑁|𝑒⟩(𝑇 ) = 𝑁|𝑔⟩𝑒
− ℎ̄𝜈𝑃

𝑘𝐵𝑇 , (2.1)

where ℎ̄ = ℎ/2𝜋 is the reduced Planck’s constant and 𝑘𝐵 is the Boltzmann’s constant.
Equation 2.1 tells us that one fraction of the total population in the ensemble of molecules
can reach the vibrational excited state |𝑒⟩ due to available thermal energy in the system. In
this sense, one can refer to the two molecular energy states |𝑔⟩ and |𝑒⟩ as "thermally coupled
energy levels" since their populations are intrinsically connected with the temperature of the
system. Then, in spontaneous Raman scattering, since the intensity of the Stokes and anti-
Stokes emissions are proportional to the population of molecules in the states |𝑔⟩ and |𝑒⟩,
respectively, if one knows the molecular vibrational modes’ energies activated in the Raman
process and records the intensities of the Stokes and anti-Stokes Raman signals, one gets the
temperature 𝑇 of the molecular ensemble [14].

The aforementioned features are also found in solid-state systems, in which a quanta
of vibration are defined as being quasi-particles with energy and momentum, called phonons,
representing the collective oscillations of the crystalline matrix. Just as in the case of vibrational
energy modes in molecules mentioned before, nonradiative transitions mediated by phonons
of an ion in a crystalline matrix can either promote an ion to high energy levels or make
the ion nonradiatively decay to lower energy states. These scenarios are possible because the
energy gaps of close energy levels can be bridged by the annihilation or creation of matrix
phonons, cooling or heating the matrix, respectively. Therefore, if an ion/atom in a crystal has
a pair of thermally coupled energy levels and information about the physical characteristics of
the system is available (absorption and emission spectra, for example), one can measure the
energy difference between these two energy levels by recording the luminescence intensity of
each emission line of the atom and determine the temperature of the sample. On the other
hand, if one has information about the samples’ temperature, one can get information about
the matrix phonons, as the effective energy of the phonons, their density of states, etc. [14]
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2.1.2 Multiphonon assisted processes

The discussion in 2.1.1 of the statistical distribution of thermal population is based on
the assumption that the two thermally coupled energy levels have an energy difference that
matches the maximum phonon frequency of the host matrix (see Figure 2). However, for
some systems, such as matrices doped with Ln3+ (as discussed in the next chapter), the
energy difference between two close energy levels is usually larger than the maximum phonon
energy of the host matrix and the nonradiative transitions cannot be mediated by a single
phonon. Thus, it means that energy UC processes in Ln3+ -doped crystals are possible due to
multiphonon (MP) assisted processes. This possibility was first analyzed by Auzel et al. [17]
who demonstrated that is possible to induce luminescence of Ln3+ in solids even when the
energy difference between the two excited energy states of the ions is larger than the maximum
phonon energy of the host material.

In order to understand the MP transitions in a solid state matrix it is interesting to write
down the expression for the MP excitation rate [18]

Λ𝑖𝑗(𝑇 ) = 𝑊 𝑁𝑅
𝑖𝑗 (𝑇0)[𝑒𝑥𝑝(ℎ̄𝜔/𝑘𝐵𝑇 ) − 1]−𝑞𝑖𝑗 , (2.2)

where ℎ̄𝜔 is the energy of the cutoff phonons (discussed below), 𝑞𝑖𝑗 is the number of phonons
involved in the MP excitation from level 𝑖 to level 𝑗 and 𝑊 𝑁𝑅

𝑖𝑗 (𝑇0) is the nonradiative decay
rate from level 𝑗 to level 𝑖 determined by using the energy gap law at a given temperature
(𝑇0) [19]

𝑊 𝑁𝑅
𝑖𝑗 (𝑇0) = 𝛽 𝑒𝑥𝑝(−𝛼Δ𝐸𝑖𝑗), (2.3)

in which 𝐸𝑖𝑗 is the energy gap between the investigated energy levels 𝑖 and 𝑗 and the parameters
𝛼 and 𝛽 depend on the host matrix [19]. The population relaxation rate for a given energy state
𝛾 = 𝛾𝑟𝑎𝑑 +𝑊 𝑁𝑅(𝑇 ) depends on the radiative (𝛾𝑟𝑎𝑑) and nonradiative [𝑊 𝑁𝑅(𝑇 )] decay rates.
As the radiative rates are usually temperature independent for Ln3+ [20], the nonradiative
decay rate can be directly related to the MP processes and is given by [21]

𝑊 𝑁𝑅
𝑖𝑗 (𝑇 ) = 𝑊 𝑁𝑅

𝑖𝑗 (𝑇0)
[︃

1 − 𝑒𝑥𝑝(ℎ̄𝜔/𝑘𝐵𝑇 )
1 − 𝑒𝑥𝑝(ℎ̄𝜔/𝑘𝐵𝑇0)

]︃−𝑞

, (2.4)

where 𝑞 is the number of phonons involved in the nonradiative decay to the lowest energy
level.
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The cutoff energy phonon mode is important because the MP processes are described in the
framework of perturbation theory. Thus, processes involving just one phonon will be treated as
a first-order perturbation process being more probable than processes involving two phonons
which are considered as second-order perturbation processes [14]. Therefore, the higher the
cutoff phonon energy, the higher will be the probability of observing MP-assisted processes,
e.g., it is more probable to have a phonon-assisted process with a single high energy cutoff
phonon than having the same process mediated by two phonons with half the energy of the
cutoff phonon.

An exception or, as we can say, an addition to the discussion of the cutoff phonons is given
by the fact that until now the phonon density of states for a given crystal host, i.e., the number
of phonon modes per unity of frequency per unity of volume of real space hasn’t been taken
into account. In real situations, the number of cutoff phonons can be small if compared with
the number of phonons with smaller energy such that, effectively, all phonon modes of a given
lattice are responsible for promoting the nonradiative transitions. Thus, in order to account for
such phononic multi-mode processes, the MP assisted transitions can be described in terms
of an "effective phonon mode" or "promoting mode" with a frequency smaller than the cutoff
frequency of the host material [14]. This effective phonon energy represents a kind of weighted
average between the phonon energies and the density of states for each phonon mode and
will depend on the host matrix. This effect was verified in several studies [22, 23, 24] and can
depend on the crystal size [25, 11], excitation power [26], and the interaction with the crystal
and the surrounding medium [11, 27, 28]. Some of these dependencies imply different thermal
responses of luminescent thermometers and these aspects are discussed in more detail in the
next chapters when presenting the research results with individual codoped Yb3+/Er3+NCs.
First, we need to introduce the luminescence based thermal sensing technique used in this
work, which is the subject of the next subsection.

2.1.3 Definition of Luminescence Intensity Ratio

Having discussed the possibility of performing thermal measurements with solid-state sys-
tems due to MP processes, we can now present the LIR thermal sensing technique used to
investigate some properties of luminescent nanothermometers based on Ln3+ compounds. For
systems that possess an energy level structure with two thermally coupled levels, their thermal
population distribution can be described by the Maxwell-Boltzmann statistics, introduced here
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as Equation 2.1. It is also known that for fluorescent materials, the population of a given
energy level is proportional to the integrated fluorescence intensity originating from that very
state. Consequently, one can obtain from Equation 2.1 a relation for the ratio between the
populations of the two thermally coupled energy levels in the form

𝑅 = 𝐼2

𝐼1
= 𝐴 · 𝑒𝑥𝑝

(︃
−Δ𝐸

𝑘𝐵𝑇

)︃
, (2.5)

here, 𝐼𝑖 is the resulting luminescence intensity which arises from the electronic transition from
high (𝑖 = 2) and low (𝑖 = 1) energy states to the ground state of a given system. The energy
gap between the two states is given by Δ𝐸 ; 𝑇 is the absolute temperature and 𝐴 is a constant
which depends both on the experimental apparatus used for detect the fluorescence and on
spectroscopic parameters of the investigated material. The constant 𝐴 can be expressed as
[29]

𝐴 = 𝑐2(𝜈2)𝛾2𝑔2ℎ𝜈2

𝑐1(𝜈1)𝛾1𝑔1ℎ𝜈1
, (2.6)

where 𝑐𝑖(𝜈𝑖) are the fluorescence collection efficiencies as function of the emission frequencies
𝜈𝑖; 𝛾𝑖 is the spontaneous emission rate of each thermally coupled level; 𝑔𝑖 is the degeneracy of
the 𝑖th level and as before 𝑖 = 1, 2 for the lower and high lying energy levels, respectively. In
Equation 2.6, the dependence of 𝐴 on the 𝑐𝑖(𝜈𝑖) terms may suggest that the LIR method isn’t
reproducible. However, as the emission lines of two thermally coupled energy levels are quite
close in frequency, the collection efficiencies are also very similar and the detection system will
be able to detect the fluorescence signal of both states [30]. Thus, it is a good approximation
to consider the ratio 𝑐2(𝜈2)𝜈2/𝑐1(𝜈1)𝜈1 ≈ 1 and then rewrite the parameter 𝐴 (Equation 2.6)
as

𝐴 = 𝛾2𝑔2

𝛾1𝑔1
. (2.7)

The expression above for the parameter 𝐴 only depends on the spontaneous emission rates
and the degeneracy of the thermally coupled energy levels. Depending on the luminescent
material, the emission rates are dependent on the host matrix and the degeneracies (𝑔𝑖) are
usually given by the equation 𝑔𝑖 = 2𝐽𝑖 + 1, where 𝐽𝑖 is the total angular momentum of the
𝑖th energy level of the luminescent ion. [15].

There are some advantages in using the LIR technique over alternative thermometric tech-
niques available for performing thermal sensing like the fluorescence lifetime technique. The
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main advantage is that the LIR technique is immune to excitation light intensity fluctuations
and can be implemented with use of CW excitation instead of pulsed (or at least modulated)
light sources needed for lifetime measurements [31]. Besides, the LIR technique reduces the
complication of measuring the fluorescence signal, since it is only necessary to take the ratio
between the intensity of two emission lines instead of register the time-resolved photodetector
signal over the time as done in lifetime measurements.

Despite the apparent simplicity of implementing the LIR technique described in the para-
graph above, there are some requirements regarding the experimental apparatus and the energy
levels of the emitting atoms in a host matrix that need to be met [30, 32].

1. The experimental setup used to acquire the spectroscopic signals must possess enough
resolution to distinguish the individual emission bands generated from the electronic
transitions of the thermally coupled states to the ground state. In other words, the
detection system must be capable of distinguishing the wavelengths of the investigated
emission lines.

2. The energy gap between the thermally coupled levels must be larger than the thermal
energy of the system 𝑘𝐵𝑇 at 300 K ∼ 200 cm−1. It means that at room temperature
the high lying energy level has 40% of the total population which results in low LIR
thermal sensitivity with temperature variations;

3. For measuring temperatures around 300 K, the energy gap between the thermally coupled
levels must be smaller than ∼ 2000 cm−1. This requirement needs to be met in order
to have some thermal coupling between the to energy levels. Otherwise, the thermal
population of the high energy state will be too small;

4. Both states must originate electronic transitions resulting in luminescence intensities
strong enough to allow the detection of optical signal. However, one of the require-
ments to obtain systems capable of performing LIR nanothermometry with high thermal
sensitivity is that the nonradiative transitions dominates over the radiative ones. Once
the nonradiative processes dominates the excitation/emission dynamics of the transi-
tions from the thermally coupled energy levels, the MP assisted processes have higher
probabilities of contribute to the thermal population distribution between both energy
levels.
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Thus, by ensuring that the experimental setup and the investigated nanothermomters
present the aforementioned conditions, the LIR method can be implemented to characterize the
thermal response of luminescent nanothermometers and/or to investigate their fundamental
physical properties.

The physical concepts presented so far are the basis for the implementation of LIR nan-
othermometry within a wide range of fluorescent materials. However, no example of the appli-
cations of LIR thermometry has yet been presented. Thus, the next subsection will present a
few examples about the applications of LIR thermometry with different systems and what are
the main advantages of working with lanthanide-based systems compared to other luminescent
materials.

2.1.4 Applications of LIR thermometry with trivalent lanthanide ions

As mentioned in section 2.1.3, the LIR technique can be applied for performing high reso-
lution thermometry in a broad variety of luminescent materials. Among them are fluorescent
particles [33, 34], organic dyes [35, 36, 37], polymeric nanoparticles [38, 39], quantum dots
[40, 41, 42] and lanthanide complexes [43, 44]. Some of those systems are at the cutting-edge
of applied nanothermometry, allowing the investigation of thermal effects inside cell organelles
with sub-micrometric precision [5]. For instance, thermosensors based on fluorescent particles
named green fluorescent protein were used to visualize the thermogenesis in the mitochon-
dria of brown adipocytes and endoplasmic reticulum of myotubes and to detect thermogenic
heterogeneities inside HeLa cancer cells [33]. Similar experiments were carried with organic
dyes [37]. Quantum dots, for example, have already been used to quantify temperature differ-
ences in neural cells which suggests that inhomogeneous heat production and dissipation may
take place in brain tissue cells [40]. Despite the outstanding applications of these luminescent
systems, some of them often present optical characteristics that limit their applicability.

Among the possible drawbacks found in LIR-based nanothermometers it is worth mention-
ing photobleaching and photoblinking which are common issues of organic dyes, polymeric
particles and quantum dots under continuous exposure to excitation light [45]. These draw-
backs, associated with the necessity of excitation light in the ultraviolet (UV) and visible
regions of the spectrum often restricts the possibilities of thermal sensing on living tissue with
quantum dots and fluorescent particles [33, 46]. When used in biological applications, the
excitation with UV or visible light may cause the appearance of background fluorescence in
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addition to low tissue penetration and even damage of biological tissue [47].
Lanthanide complexes, on the other hand, are perhaps the most investigated systems

for LIR-thermometry purposes. The reason for this select group of elements being widely
applied for nanothermometry is their high photostability, high thermal sensitivity and minimally
invasive thermal sensing properties due to low or almost null cytotoxicity of several Ln3+ -doped
NCs [48]. The lanthanides are a special set of the periodic table of chemical elements which
comprises 15 elements. The atomic numbers of this group ranges from Z = 57 (lanthanum)
to Z = 71 (lutecium) and due to their distinctive physico-chemical properties, they have a
particular position at the periodic table, as can be seen in the periodic table representation
on Figure 3. Among these properties are the progressive filling of the 4𝑓 electronic shell and
the shielding of the 4𝑓 electronic shell by the outer electronic shells 5𝑠, 5𝑝 and 6𝑠. This
electrostatic shielding effect for the 4𝑓 orbitals makes the transitions between the 4𝑓 states
very sharp, presenting atomic like spectroscopic characteristics [49]. Besides, the manifestation
of inter-ionic ET, excited state absorption (ESA) and MP assisted processes allows one to
observe energy UC on lanthanide-doped nanoparticles. In the energy UC, the fluorophore
absorbs NIR photons and emit radiation at shorter wavelengths than the incident light, in
the NIR or visible spectrum, i.e., photons with high energy than the excitation ones [50]. LIR
nanothermometers that present energy UC possess several advantages such as the negligible
photodamage to living cells caused by the excitation light, weak autofluorescence background
and deeper tissue penetration for biomedical thermometry purposes having also lower toxicity
than other materials, as quantum dots [47].

Particularly, the closely lying states of the Ln3+ systems make it possible for different ele-
ments to present thermally coupled energy levels being, as said before, the main requisite for
LIR-based thermometry. Besides, this proximity of the energy states also allows for lumines-
cence detection from the UV to the near-infrared (NIR) spectroscopic range. These aspects
can be better seen by looking at the Dieke’s diagram of the lanthanides energy levels on Figure
4 [51]. Nanothermometers based on lanthanide complexes are mostly composed by solid dielec-
tric NCs doped with a Ln3+ in its trivalent state. Nd3+ [52], Eu3+ [53], Er3+ [29], Tb3+ [54],
Tm3+ [55], Ce3+ [56], are among the most common Ln3+ used for performing thermometry
with NCs. For instance, LIR-based nanothermometry can be performed under NIR illumination
with Nd3+-doped Y2O3 upconverting NCs through the analysis of the luminescence intensities
generated from the electronic transitions of the 4F5/2 and 4F7/2 levels to the ground state
of Nd3+ which in turn exhibit emission lines at 820 nm and 750 nm, respectively [52]. For
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Figure 3 – Representation of the periodic table o elements highlighting the family of Lanthanide elements.

Font: The author (2022)

LIR measurements with upconverting Er3+ -doped systems, it is possible to investigate the
detectable fluorescence generated from the radiative decay of the 2H11/2 (526 nm) and 4S3/2

(547 nm) states under ∼ 980 nm excitation [29]. Recently, high relative sensitivities (up to
4.92 % K−1) were obtained with Tb3+-doped Y2O3 and Lu2O3 nanocrystalline systems while
investigating the luminescence generated from the 5D4 → 7F6 electronic transition of Tb3+ at
540 nm [57].

Despite the notorious performance obtained with the implementation of LIR thermometry
using NCs doped with a single Ln3+ element, it is also possible to perform LIR nanother-
mometry and achieve even high thermal sensitivities when working with NCs codoped with
two or three different Ln3+ . These thermometric systems take advantage of inter-ionic en-
ergy transfer (ET) processes to maximize the efficiency of the energy UC in Ln3+ -doped
NCs [50]. For codoped systems, there are countless combinations of Ln3+ that can be used
as dopants for LIR-based thermometry. Some of the possible combinations that have been
exploited are Yb3+/Er3+[24], Tb3+/Eu3+ [58], Yb3+/Nd3+ [59], Er3+/Ho3+ [60], Cr3+/Nd3+

[61], Yb3+/Tm3+ [14], Yb3+/Ho3+ etc.. Tri-doped systems can also be used for thermometric
systems with high sensitivity. For instance, Mi et al. synthesized and implemented NaFY4 NCs
doped with Yb3+ ,Er3+ and Nd3+ as ratiometric nanothermometers under 980 nm excitation
and obtained relative sensitivities up to 9.6 % K−1 at room temperature. In their work, the
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Figure 4 – Energy levels of the lanthanide ions.

Font: Adapted from [51]

LIR measurements were performed with the ratio between the integrated emission bands orig-
inated from the radiative decay of the Nd3+ (4F3/2 → 4I9/2 at 803 nm) and Er3+ (4F9/2 →
4I15/2 at 654 nm) with the Yb3+ a sensitizer. The unbelievably high sensitivity obtained for
this system is observed because the investigated transitions present opposite behaviors under
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temperature increase: the luminescence from the pair of Yb3+/Nd3+ dopants, assisted by MP
processes, increases when the temperature increases; in contrast, the UC emission from the
pair of Yb3+/Er3+ dopants, suffering from the thermal quenching effect, decreases due to the
stronger multiphonon relaxation [9].

The main interest of this work is to study individual luminescent nanothermometers codoped
with Yb3+/Er3+. The application of this particular combination of dopants for thermometry
has been investigated for the last three decades [62] being until today a solid tool for nan-
othermometry applications. Zhu et al., for example, combined UC Yb3+/Er3+-doped NCs,
photothermal agents and anticancer drugs in a nanocomposite capable of performing simul-
taneous hyperthermia treatment and thermally activated drug delivery while monitoring the
in situ temperature in mice cancer cells [63, 64]. Another example on the application of
Yb3+/Er3+codoped systems was reported by Bastos et al., in which codoped LiYF4 NCs were
used to determine the thermal properties of lipid bilayers through UC LIR nanothermometry
[65].

UC LIR thermometry with Yb3+/Er3+is generally based on the luminescence generated
from the radiative decay of the 2H11/2 and 4S3/2 energy levels, which generate emission bands
around 528 nm and 559 nm under laser excitation light at 977 nm. The photophysics that
explains the excitation mechanisms responsible for the visible luminescence in such systems are
the ground state absorption (GSA), ET UC and ESA. The transitions mechanisms responsible
for the detected luminescence of Yb3+/Er3+codoped systems are well established [66]. The
excitation and emission dynamics are represented on Figure 5 and are described below. Out
of the three aforementioned excitation processes, the ET upconversion dominates since the
absorption cross-section of the Yb3+ at 977 nm is much larger than for Er3+ ions [46]. Once
the codoped system is illuminated with 977 nm laser light, some of the Yb3+ ions are promoted
to the state 4F5/2 and subsequent nonradiative energy transfer from the Yb3+ to Er3+ may
promote the Er3+ ions to the 4I11/2 metastable state. Thus, a second nonradiative energy
transfer from the Yb3+ can take place, promoting part of the Er3+ ions to the 4F7/2 energy
level. This process is known as a two-step one-photon absorption process [29]. Subsequent
relaxation of the 4F7/2 state can populate the 2H11/2 (generating the emission band around 528
nm) and 4S3/2 (emission band around 559 nm) via fast nonradiative decay. The states 2H11/2

and 4S3/2 are sufficiently close in energy to become thermally coupled and their populations
follow a Boltzmann distribution (see subsection 2.1.1) [11]. Nonradiative decay from the 4S3/2

state can populate the 4F9/2 state, generating an emission band around 664 nm. The system
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can also decay nonradiatively from the 4I11/2 state to the 4I13/2 level and absorb a second
quantum of energy and, promoting the Er3+ ion to a virtual state that decays instantly via
multiphonon processes to the 4F9/2 state. This is a second possibility of explaining the red
emission generated by Er3+ -doped matrices. The thermally induced population redistribution
between 2H11/2 and 4S3/2 should not be significantly affected by the Er3+ excitation pathway
that involves the 4I13/2 state and the red emission at 664 nm as long as the 4F9/2 state is
non-saturated [11].

Figure 5 – Energy level diagram for the Yb3+/Er3+codoped systems. The solid arrows indicate radiative ab-
sorption/emission processes; the gray dashed line represents ET between the Yb3+ and Er3+ ions;
curly arrows indicate MP processes.

Font: Adapted from [11]

The photophysics of the Yb3+/Er3+codoped systems described in the previous paragraph
helps us to understand the excitation mechanisms behind the common situation of studying
the emission lines of the 2H11/2 and 4S3/2 energy levels to perform LIR-based thermometry
under NIR excitation light. However, the literature on nanothermometry using Ln3+ -based
materials often overlooks important deviations from the Boltzmann population distribution
that are frequently present in experiments [27]. These deviations appear when thermometric
experiments are performed with luminescent nanothermometers embedded in complex biolog-
ical or liquid environments, as in the application scenarios mentioned in the last paragraphs
[11]. Thus, in order to have a better understanding on the interaction between the LIR-based
nanothermometers and the surrounding medium, the next subsection discuss some physical
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aspects that can generate thermal artifacts and temperature misreadings due to NC-solvent
interaction in Ln3+ -doped systems.

2.1.5 NC-solvent interaction and its influence on LIR-based nanothermometers

Once we discussed how to perform temperature measurements through LIR technique fol-
lowed by some examples of the applications of this technique with Ln3+, we will now turn our
attention to application scenarios in which the interaction of the nanometric thermometers
with the surrounding medium are of fundamental importance. For instance, Xu et al. [67] ap-
plied the the LIR technique with Ln3+ doped energy UC nanothermometers to diagnose tissue
inflammation in-vivo. Other studies used Ln3+ nanothermometers capable of detect tempera-
ture gradients during catalytic reactions [68, 69]. More specifically, Geitenbeek [69] investigated
methanol-to-hydrocarbons catalytic reactions, with the need of having the nanothermometers
embedded in methanol, without consider the possible effects of the NC-solvent interactions.
In another study, Stripka et al. [27] measured concentration-dependent sensitivities for lan-
thanide nanothermometers suspended in a solution containing water and heavy water (D2O).
The authors proposed that the distinct sensitivities can be explained by the different energy
mismatches between H-O and D-O bonds with respect to a radiative transition. Further ex-
perimental studies found in recent literature [70, 27, 11, 13] also show a solvent dependence
on the physical properties of Ln3+ nanothermometers. This means that despite the inner radial
distribution of the 4𝑓 shell favoring electrostatic shielding, the inter-band transitions are not
completely isolated from the external media. This solvent dependence changes the emission
dynamics of the excited energy levels in Ln3+ -doped NCs which in turn affects their thermal
responsiveness in different media. Therefore, the investigation of emission properties in various
environments must be performed to adequately understand the NC-solvent interactions.

The quenching mechanisms due to the solvent interactions with Yb3+/Er3+codoped 𝛽-
NaYF4 NCs were investigated by Rabouw et al. [13]. In their work, it is presented a microscopic
quantitative model for the quenching dynamics of the in energy UC NCs in that will be taken
as the main theoretical model for the discussion presented in this section.

The NC-solvent interaction can be interpreted as a form of Föster energy transfer [50], in
which dipole-dipole coupling between the electronic transitions of the Ln3+ dopant to vibrations
of the solvent and ligand molecules in contact with the surface of the NC. In this sense, the
rate of ET by dipole-dipole coupling 𝛾𝐸𝑇 depends on the inverse sixth power of the separation
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between the energy donor (the emitting Ln3+ ) and the energy acceptor (the solvent vibration
mode) being written as

𝛾𝐸𝑇 (r0, r) = 𝐶

|r0 − r|6
, (2.8)

where r and r0 are the respective positions of the donor and the acceptor and 𝐶 is the "energy-
transfer strength" prefactor [71]. The value of the parameter 𝐶 depends on the the oscillator
strengths of the donor and acceptor transitions involved [72] as well as on the energy matching
of the transitions in the Ln3+ to the vibrational energies of the solvent [73, 13, 74]. Thus,
the total solvent quenching rate Γ𝑄 experienced by a luminescent center must depend on the
dipole-dipole interactions with all solvent vibrations surrounding the NC. Thus, the quenching
rate should depend on the diameter of the NC and on the location of the ion inside the NC.
One can consider the NC as a sphere with an outer radius 𝑎𝑜𝑢𝑡 and obtain a simple expression
for Γ𝑄 by integrating the Equation 2.8 over all solvent molecules outside the NC [13]

Γ𝑄(𝑟0, 𝜌𝐶) =
∫︁

𝑉𝑜𝑢𝑡

𝛾𝐸𝑇 (r0, r)𝜌𝑑r = 4𝜋𝜌𝐶𝑎3
𝑜𝑢𝑡

3(𝑎2
𝑜𝑢𝑡 − 𝑟2

0)3 , (2.9)

where 𝑉𝑜𝑢𝑡 is the volume occupied by the solvent, 𝑟0 = |r0| is the radial position of the
emitting center and 𝜌 is the density of solvent vibration modes involved in the quenching. As
one would expect (see Equation 2.9 above), the quenching effect depends on the geometric
shape of the NC and on the product between the vibrational density of states and the energy-
transfer parameter, 𝜌𝐶, which is called the "quenching density" of the interaction; with units
of volume per time and describes the interaction of the emitters with the solvent. In order to
avoid the infinite Γ𝑄 at the surface of the NC (𝑎𝑜𝑢𝑡 = 𝑟0 in Equation 2.9), it can be considered
a thin layer (say 0.3 nm) between the physical outer radius and the solvent. Such spacing is
on the order of a single atomic layer and its existence is confirmed by electron microscopy
[13]. This thin layer can be related to the presence of other species such as fluoride anions (for
𝛽-NaYF4 doped NCs), headgroups of the ligands (carboxylate head groups of oleates), etc.,
which contribute significantly less to the vibrational quenching than the solvent does. Figure 6
shows the normalized Γ𝑄 /𝜌𝐶 (Equation 2.9) as a function of the ion-solvent distance 𝑟0 for a
70 nm sized NC. It can be noticed that the energy transfer rate differs by orders of magnitude
between the ions at the center of the NC and those located close to the surface of the NC [13].
This model can predict the spatial distribution of the quenching rates for any spherical NC
geometry if the quenching density 𝜌𝐶 of a particular solvent to a particular dopant is known.
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Figure 6 – Normalized total rate Γ𝑄/𝜌𝐶 of solvent quenching by dipole-dipole interaction. It can be noticed
that the total rate strongly depends on the radial position of the lanthanide ion in the NC, plotted
here for a NC with 70 nm radius.

Font: Adapted from [13]

Besides the nonradiative ET between the emitting ions and the solvent vibrational modes
presented in the last paragraph, the radiative quenching due to the solvent’s refractive index
may also affects the dynamics of Ln3+ -doped NCs. The radiative decay rate Γ𝑅 of dopant
centers in NCs can be written as [70]

Γ𝑅(𝑛) = Γ0
𝑅

𝑛

[︃
3𝑛2

2𝑛2 + 𝑛2
𝑁𝐶

]︃2

, (2.10)

where 𝑛 is the refractive index of the solvent, Γ0 is the radiative decay rate of the emitters in
a bulk sample, and 𝑛𝑁𝐶 is the refractive index of the NC material. As can be noticed from
Equation 2.10, the effect of the refractive index of the solvent on all the ions is the same for
all ionic centers independent of their location inside the NC - if the NC is (quasi-)spherical
and much smaller than the emission wavelength [70]. Thus, the total decay rate Γ𝑇 due to
the interaction of the emitting centers and the solvent can be given as the sum of Γ𝑄 and Γ𝑅

as

Γ𝑇 = Γ𝑅(𝑛) + Γ𝑄(𝑟0, 𝜌𝐶), (2.11)

in which the radiative decay rate Γ𝑅 explicitly depends on the solvent refractive index 𝑛 and
the nonradiative quenching rate Γ𝑄 depends on the the radial coordinate of the emitting ion
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in the NC 𝑟0 and on the quenching density 𝜌𝐶 of the solvent.
Some experimental results corroborate the quenching mechanism described in the pre-

vious paragraphs. For instance, Rabouw et al. performed experimental studies with codoped
NaYF4:Yb3+/Er3+NCs. They measured the nonradiative quenching effects of the 4F9/2 →4I15/2

and 4S3/2 →4I15/2 transitions of Er3+ in various solvents: hexane, octane, cyclohexane, chlo-
roform, toluene, chlorobenzene, and o-dichlorobenzene. Their results show that for both tran-
sitions and for all solvents there is an increase in the decay rates of the NCs if compared with
bulk samples, which confirms the existence of quenching pathways in the codoped NCs. The
ET to the solvent is present for the two transitions. Indeed, the two investigated energy levels
of the Er3+ (4F9/2 and 4S3/2 ) are apart from the next lower level by approximately 3000 cm−1,
which can bridged by coupling to vibrations in organic molecules, such as the C - H stretching
vibration mode [13]. The ET between the emitting Er3+ and the solvent is represented in
Figure 7 below. The vibrational levels of the solvent molecule is given by v = 𝑖, where 𝑖 = 0, 1

are the ground and excited vibrational states, respectively.

Figure 7 – Schematic representation of the NC-solvent quenching effects for the 4F9/2 and 4S3/2 emitting
states of Er3+ . Here, the population dynamics of the two states can be changed due to the
presence of vibrational modes of the solvent almost resonant with the energy differences between
the excited states and the low-lying energy levels. The gray dashed line represents the ET process
between the Er3+ and the solvent.

Font: The author (2022)

In another study, Skripka and collaborators reported experimental LIR results on the IR
transitions of core-shell tri-doped NCs and their results show that IR 4I11/2 →4I13/2 transition of
the Er3+ ions is strongly affected by the nonradiative quenching due to the water surrounding
medium. Since the LIR technique is based on the ratio between the intensities of two thermally
coupled emission lines, this change in the population dynamics due to the solvent results in
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different measured relative sensitivities in distinct environments. Indeed, the 4I11/2 →4I13/2

transition is resonant with the stretching O - H modes of water molecules (3400 - 3500 cm−1)
which may bridge the energy gap between the two levels by coupling to the vibrational modes.
This assumption is confirmed in their work by the study of the thermal response of the same
synthesized particles in D2O for which this effect is reduced due to the mismatch between the
H - O and the D - O vibrational modes of water and the deutered water, respectively. These
results are a strong evidence that the performance of the LIR-based nanothermometers can
be environment dependent [27].

The digression on LIR-based thermometry in this section is necessary to present the exper-
imental results and the discussions contained in chapter 3, which presents the experimental
studies performed on the influence of the surrounding medium on the thermal properties of
single luminescent NCs codoped with Yb3+/Er3+.

Before jumping to the experimental investigations, we need to introduce the second lumines-
cence-based thermometric technique used in this thesis to perform nanothermometry with
single nitrogen-vacancy defects in individual nanodiamonds. We shall start by presenting the
physical properties of the nitrogen-vacancy defects on diamonds along with the main character-
istics presented by the defects that allows the implementation of these emitters as luminescent
nanothermometers.

2.2 ODMR-BASED THERMOMETRY WITH NITROGEN-VACANCY DEFECTS

Previously, in section 2.1, the principles of LIR-based nanothermometry were introduced
along with a brief discussion about the applications of this technique with lanthanide com-
plexes compared to other luminescent materials as quantum dots, organic dyes and polymeric
nanoparticles. This section, in turn, is focused on the description of the physical mechanisms
that allow one to perform nanothermometry through optically detected magnetic resonance
(ODMR) with nitrogen-vacancy defects in diamond. Unlike the LIR technique presented in
section 2.1 that can be applied in a wide range of optical materials, ODMR-based nanoth-
ermometry is, to the best of our knowledge, a thermal sensing technique only possible to
be performed with nitrogen-vacancy defects on a diamond host because of the unique tem-
perature dependent physical properties of these defects. Therefore, this section will bring an
introduction about the aspects of the color centers found on nanodiamonds, highlighting of
course the nitrogen-vacancy centers; the singular photophysical properties of these defects and
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what are the temperature-dependent effects that can be optically detected in order to perform
luminescence nanothermometry with these fluorophores.

2.2.1 Color centers and nitrogen-vacancy defects in diamond

Diamond has been object of desire for long time not only by the inherent beauty of this
marvelous mineral, but also by its applicability on industry and medicine due to its particular
physical characteristics. The industry takes advantage of many of those properties, such as
mechanical hardness, heat conductivity, optical transparency and chemical inactivity for most
acid and bases [75, 76]. The wide optical bandgap of diamond (5.5 eV, corresponding to the
violet region of the spectrum) makes it transparent for most of the wavelengths, including
visible light [77]. This physical feature gives the ultra-pure diamonds their typical colorless
appearance, with refractive index of 𝑛 = 2.4 for visible light [78]. However, diamonds can also
be found in a variety of colors due to the presence of impurities which can cause significant
changes in the physical properties of pristine diamonds [79, 80]. The presence of defects in
the diamond host matrix is responsible for the creation of donor (or acceptor) levels within
the diamond bandgap, that can trap an electron (or a hole) nearby this defect (Figure 8a).
Thus, as observed in quantum confinement for semiconductor doped matrices, the trapping
of an electron leads to the generation of an optically active energy level structure [78]. These
luminescent structural defects are commonly called "color centers". Up to these days, over a
100 optically active defect types were identified in diamonds [79]. For instance, boron impurities
make diamonds have a blue tonality; nitrogen defects, which are the more abundant color
centers found in nature, give the diamond a yellow coloration; green diamonds can exist due
to the presence of electronic holes in the diamond host; in a particular case, when there is
an association of nitrogen defects and the absence of a carbon atom in the diamond lattice,
named a NV defect, diamond tends to present a rosy aspect [78, 79].

Some color centers in diamond have attracted attention due to the quantum nature found
in the dynamics governing their optical electronic transitions. Associated with it, the high
photostability of luminescent defects makes the color centers in diamond excellent candidates
for applications in solid-state quantum technologies [83, 80]. Among all the color centers, the
NV defect is one of the most studied in the recent years because of all the aforementioned
qualities and its applications in quantum information [79, 80], quantum thermodynamics [84],
biology [85], and high resolution sensing for magnetometry [86, 87], electrometry [88, 89], and
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Figure 8 – a) The presence of defects in the diamond host matrix may lead to the creation of donor (acceptor)
energy levels (dashed lines) within the wide bandgap of diamond due to the association of electrons
(holes) and impurity centers. The energy of the donor, 𝐸𝐷 (acceptor, 𝐸𝐴), and diamond energy
gap, 𝐸𝐺 are given by solid arrows. b) Colored diamonds containing electronic holes (green), boron
(blue), NV color centers (rose) and nitrogen (yellow). c) Schematic representation of the NV defect
on a diamond lattice.

Font: a) Adapted from [78]. b) Image available at [81]. c) Adapted from [82]

thermometry [90, 91].
Nitrogen is by far the most studied color center in diamond and is naturally found as

a substitutional atom within the crystalline matrix [83]. The NV defect, in turn, can either
be found in synthesized and natural diamonds. As mentioned before, this luminescent defect
happens due to the association of a substitutional atom of nitrogen and a vacancy in its im-
mediate neighborhood [Figure 8c)] and there are a few fabrication methods used to synthesize
diamonds with NV defects. The most common techniques are High Pressure High Temper-
ature (HPHT) [92] and Chemical Vapor Deposition (CVD) [93]. Besides these methods, the
defects can be produced by irradiation and annealing of natural nitrogen-doped diamonds. It
is possible because vacancies can be produced inside a diamond host by irradiating the crystal
with an electron beam with energies ranging from keV to MeV. These vacancies can then
diffuse inside the diamond lattice as a result of an annealing treatment at high temperatures.
Thus, if the irradiated matrix possesses nitrogen centers, the annealing treatment can take
the vacancies towards a lattice site adjacent to the existent nitrogen defects, generating NV
color centers [83, 94]. The next subsections will bring discussions on the electronic structure,
the photophysical properties of the NV defects and the principles of ODMR.
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2.2.2 Electronic structure and charge states of the NV defect

The molecular arrangement that defines the NV center is composed by the nitrogen atom,
the vacancy, and the carbon atoms surrounding the vacancy. The structure of the center
displays 𝐶3𝑣 symmetry, which means that the defect is invariant under rotations of 120° relative
to the its symmetry axis. The NV center is represented on Figure 9a) and the symmetry axis
is the line connecting the vacancy and the nitrogen atom (𝑧 axis on inset).

The NV center is commonly found in two charge states, the neutral (NV0) and the nega-
tively charged nitrogen-vacancy (NV−) defect. The NV0 configuration is the basic electronic
state of the NV defects in which five electrons occupy the dangling bonds of the nitrogen
and carbon atoms surrounding the vacancy [95]. The nitrogen atom adjacent to the vacancy
site can also accept an extra electron from the crystal lattice, giving rise to the NV− defect.
The six-electron configuration has been accepted since its proposal [96, 97] and successfully
explains the optical and spin properties of the NV− center. NV defects in this last charge state
are the main subject of this and the next chapter.

In order to describe the electronic structure of the NV− defect it is necessary to use
the theoretical formalism of group theory [98]. This treatment allows one to use symmetry
properties in order to construct a set of molecular orbitals describing the electronic occupation
states of the NV− center, which can be written as {𝑎1, 𝑎′

1, 𝑒𝑥, 𝑒𝑦} [83, 99]. In its ground state,
represented in Figure 9b), the NV− defect has the molecular orbitals 𝑎1 and 𝑎′

1 completely
filled with two electrons each, and both the 𝑒𝑥,𝑦 orbitals are occupied by one electron according
to the Aufbau principle [99, 98]. The electronic configuration of atoms in the ground state is
commonly represented by 𝑎2

1
′𝑎2

1𝑒
2, where the superscripts represent the number of occupying

electrons in each molecular orbital. In the group theory formalism, the ground state correspond
to a 3𝐴2 state due to its electronic configuration [96]. When sufficient energy is given to
promote the NV− defect to its excited state, Figure 9c), one electron of the 𝑎1 state is excited
to either 𝑒𝑥 or 𝑒𝑦 orbitals, assuming a configuration represented by 𝑎2

1
′𝑎1

1𝑒
3, corresponding to

a 3𝐸 state in group theory formalism [99, 100, 98]. In both excited and ground states, the
total spin angular momentum is 𝑆 = 1 and the energy levels for both states are defined by
spin triplets. The consequences of the electronic distribution in the spin properties and energy
levels for optical activated NV− defects will be discussed in the next subsection.
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Figure 9 – a) Schematic representation of the NV defect in diamond. The vacancy (gray shaded region) is
connected with the nitrogen (orange sphere) and the carbon atoms (gray spheres) by dangling
bonds (blue shaded areas). The center has 𝐶3𝑣 symmetry and is invariant under 120° rotations
relative to the symmetry axis of the center (z axis). Electronic spin occupation in a six electron
scheme for the a) ground and b) excited states of the nitrogen vacancy center.

Font: a) Adapted from [83]

2.2.3 Energy levels and spin properties of NV− defects

The utilization of single NV− defects as sensing devices is only possible by virtue of their
distinct spin angular momentum properties which defines the energy levels of the color centers.
As mentioned in subsection 2.2.2, the existence of two unpaired electrons out of the six
electrons trapped on the vacancy leads to a total spin of 𝑆 = 1. This spin configuration allows
the formation of spin triplets in the ground |𝑔⟩ (3𝐴2) and first excited |𝑒⟩ (3𝐸) electronic states
[79]. Optical excitation of the NV− defects typically performed with green light originates
electronic transitions that, at room temperature, lead to a broad vibronic photoluminescence
spectrum ranging from 600 to 800 nm with a zero phonon line (ZPL) at 637 nm (1.95 eV)
[101], as shown in Figure 10. In the absence of any perturbative field, both ground and excited
states of the NV− are spin triplets presenting spin projections along the defect symmetry axis
of 𝑚 = 0 for the lower spin state and 𝑚 = ±1 as a degenerate doublet state. The energy
separation between the lower and upper spin sublevels for the ground state is predominantly
caused by spin-orbit interactions resulting in a zero field splitting 𝒟𝑔𝑠 ≈ 2.87 GHz. The splitting
is present in the first excited state, but with a zero field splitting of 𝒟𝑒𝑠 ≈ 1.42 GHz [102].

The photophysics of a single NV− defect can be discussed when the color center is illu-
minated with linearly polarized CW laser light, resulting in spin-conserving optical transitions
between the ground and excited states of the defect. It means that the optical transitions
are subjected to the spin angular momentum conserving selection rules which states that the
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Figure 10 – Luminescence spectrum of a single NV− center with a characteristic zero phonon line at 637 nm
(red arrow), taken at room temperature under the excitation of a CW laser emitting at 532 nm.

Font: Adapted from [83]

electronic transitions between the ground and excited states can only occur when Δ𝑚 =

𝑚𝑔𝑠 − 𝑚𝑒𝑠 = 0, where 𝑚𝑔𝑠 and 𝑚𝑒𝑠 are the spin sublevels of the ground and excited states,
respectively. These electronic transitions are schematically shown in Figure 11a). The transi-
tion from 𝑚𝑔𝑠 = 0 → 𝑚𝑒𝑠 = 0 results in a predominantly radiative decay, indicated by the
red thick arrow on Figure 11, with small probability (thin gray dashed arrow) of nonradiative
decay via intersystem crossing (ISC) and returning to the 𝑚𝑔𝑠 = 0 spin sublevel. Meanwhile,
for the electronic transitions between the 𝑚𝑔𝑠 = ±1 to the excited 𝑚𝑒𝑠 = ±1 the system
has a higher probability of nonradiatively decaying (thick gray dashed arrow) crossing to the
metastable singlet state and then to the 𝑚𝑔𝑠 = 0 of the ground state [83]. This increased non-
radiative decay via ISC is from the 𝑚𝑒𝑠 = ±1 sublevels is mainly due to transverse spin-orbit
interactions, resulting in highly state-selective ISC transitions [103].

The decay dynamics of the excited state with 𝑚𝑔𝑠 = ±1 is very useful for two reasons.
First, even if the system has its initial state at the 𝑚𝑔𝑠 = ±1, after a few optical cycles the
system returns to the ground state with spin projection 𝑚𝑔𝑠 = 0. It means that the NV− can
be spin polarized by optical pumping, allowing one to prepare it in an initialized known state
[104]. The second reason is that the luminescence emission rate depends on the spin state
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Figure 11 – a) Schematic of the energy level structure of the NV− defect, presenting the dynamics of the
system in the process of optical excitation (green arrow) and fluorescence emission (red arrows).
The numbers indicate the spin z-projection 𝑚 = 0, ±1. Transitions between ground and excited
states are spin conserving. Decay through ISC (gray dashed arrows) results in the spin polarization
with high probability to achieve a switch from 𝑚𝑔 = ±1 to 𝑚𝑔 = 0 by means of nonradiative
decay processes. b) Normalized ODMR simulated spectrum obtained in the absence of any field,
indicating a dip centered on a resonance frequency of 2.87 MHz. c) Normalized ODMR simulated
spectrum obtained for a NV− defect in the presence of intrinsic strain and piezoelectricity of the
diamond host matrix. In the absence of any external fields, two ESR frequencies 𝜈− and 𝜈+ are
apart by 2Δ = 2ℰ and 𝒟𝑔𝑠 is the average of the two resonance frequencies.

Font: a) the author (2022). b) and c) adapted from [83]

of the NV− defect which leads to the possibility of performing ESR frequency measurements
by detection of optical signal. In a typical experimental situation, the ESR measurements
are performed by tuning a microwave field close to the ESR frequencies of NV− defects,
while monitoring the emitted luminescence of the color centers. By sweeping the frequency of
microwave pulses and synchronously detecting the defect’s emission, it is possible to promote
the transition from 𝑚𝑔𝑠 = 0 to the 𝑚𝑔𝑠 = ±1 and due to the ISC nonradiative deactivation
path described above, it causes a decrease in fluorescence by ∼20% when the frequency of the
microwave field matches the spin resonances, as is schematically shown in Figure 11b). This
experimental principle is the basis of the so-called Optically Detected Magnetic Resonance
technique that allows one to perform thermometry with the NV− defects. The experimental
setup assembled for performing the ODMR sensing with single NV− defects will be described
in Chapter 4 along with the application of this technique on thermometry measurements.

In the presence of non-zero fields, as shown in Figure 11a), the degenerate states with
𝑚 = ±1 undergo an axial symmetry break, leading to a splitting of the 𝑚𝑔𝑠 = −1 and
𝑚𝑔𝑠 = +1 spin sublevels. This lift in degeneracy, corresponding to a splitting parameter Δ,
can be caused by inherent strain of the diamond lattice and diamond’s piezoelectricity [98],
Zeeman effect due to external magnetic fields [86] and Stark effect caused by the interaction
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of the NV− center and electric fields [105]. In these cases of symmetry breaking, the resonance
frequencies 𝜈− and 𝜈+ correspondent to the sublevels 𝑚𝑔𝑠 = −1 and 𝑚𝑔𝑠 = +1, respectively,
can be detected with the same optically detected ESR principles described in the last paragraph.
Figure 11c) depicts a typical ESR signal in the absence of external fields obtained for a
NV− defect for nondegenerate 𝑚𝑔𝑠 = −1 and 𝑚𝑔𝑠 = +1 spin sublevels, whose frequencies are
apart 2Δ = 2ℰ from each other. In this case, as discussed in the subsection 2.2.4, the splitting
parameter Δ is solely determined by the local strain and piezoelectricity of the diamond matrix,
being defined as the strain parameter ℰ , which is a common situation when dealing with single
nanodiamonds [87].

The last paragraphs presented a description of the photophysical properties of the NV− de-
fect that allow one to manipulate and optically detect the spin state of a color center. However,
one of the main goals of this work is to perform real-time thermometric measurements with
the NV− defects. Thus, it is necessary to explain how temperature-dependent phenomena can
modify the energy states of these centers and what are the measurable physical parameters
that can be used to determine the temperature of a system by using single NV− defects on
nanodiamonds as thermal nanoprobes, which is done it what follows.

2.2.4 Temperature dependence of the NV− ESR frequencies

The experimental technique applied in this work in order to determine the temperature of a
given sample by using a single NV− defect in a nanodiamond host is based on the temperature-
dependence of the ESR frequencies of the NV− ground state. These thermal effects are medi-
ated by a combination of lattice thermal expansion and electron-phonon interactions and are
discussed in more detail in the following paragraphs.

The manifestation of thermal effects on the ground state of the NV− defects can be better
understood by studying its Hamiltonian. The spin-spin interaction between the two unpaired
electrons involved by the NV− gives rise to an energy separation between the 𝑚𝑔𝑠 = 0 and
𝑚𝑔𝑠 = ±1 sublevels, known as zero field splitting (ZFS) written as S · 𝒟 · S [106], where S

is the spin operator and 𝒟 is the tensor that describes the dipolar interaction. By considering
the contribution of intrinsic strain of the diamond matrix, the spin Hamiltonian for the ground
state of the NV− defect can be written as [83]

𝐻𝑍𝐹 𝑆 = ℎ𝒟𝑔𝑠𝑆
2
𝑧 + ℎℰ(𝑆2

𝑥 − 𝑆2
𝑦), (2.12)
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where 𝒟𝑔𝑠 and ℰ are the ZFS and the strain parameters [see Figure 11c)], respectively; 𝑆𝑥,
𝑆𝑦 and 𝑆𝑧 are the Pauli matrices for 𝑆 = 1 spin operators and the 𝑧 coordinate coincides with
the 𝐶3𝑣 symmetry axis. In this Hamiltonian, 𝒟𝑔𝑠 is the largest energy scale and is given by the
energy that separates the spin sublevels 𝑚𝑔𝑠 = 0 from 𝑚𝑔𝑠 = ±1 with value of 𝒟𝑔𝑠 = 2.87

GHz at room temperature.
When the NV− defect is in the presence of an external magnetic field, there is the man-

ifestation of the Zeeman effect which induces energy changes on the 𝑚𝑔𝑠 = ±1 sublevels.
The Zeeman splitting is proportional to the magnitude of the applied external field. It means
that by increasing the magnitude of the applied magnetic field the splitting between the spin
sublevels increases as well. Thus, another term needs to be added to the Hamiltonian given in
equation 2.12 in order to account for the interaction of the NV− with the external magnetic
field. The Hamiltonian term due to the Zeeman effect 𝐻𝑍 can be written as [107]

𝐻𝑍 = 𝑔𝜇𝐵B · S, (2.13)

where B is the external magnetic field; 𝑔 ≃ 2 is the Landé factor; 𝜇𝐵 is the Bohr magneton.
Thus, disregarding the hyperfine interaction, we can write the total Hamiltonian with the use
of Equations 2.12 and 2.13 as

𝐻 = 𝐻𝑍𝐹 𝑆 + 𝐻𝑍 , (2.14)

𝐻 = ℎ𝒟𝑔𝑠𝑆
2
𝑧 + ℎℰ(𝑆2

𝑥 − 𝑆2
𝑦) + 𝑔𝜇𝐵B · S. (2.15)

The Hamiltonian in Equation 2.15 is sufficient to understand the relevant points of the
temperature-dependent spin dynamics of the NV−-doped nanodiamonds. One should notice
that early studies by the time of the first identification of the NV− defects had already identified
temperature dependent effects. Davies [108] proposed an accurate vibronic model that explains
the observation of changes in the ZPL energy accompanied by changes in its homogeneous
linewidth and luminescence intensity. Later, the Davies model of the temperature shift of the
visible ZPL was generalized by Doherty et al. [109] for the temperature dependence of 𝒟𝑔𝑠 .
The generalization for 𝒟𝑔𝑠 follows from the recognition that the spin transitions of the ground
state spin resonance are zero-phonon transitions, i.e., the observed spin resonance is in itself
a ZPL.
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In Davies’ model, there are two contributions responsible for the temperature shifts of the
spin resonances: (1) the spin energies are perturbed by strain of thermal expansion, and (2) the
vibrational frequencies associated with different spin states differ. The latter is a consequence
of quadratic electron-phonon interactions.

Regarding the role of strain, since thermal expansion is closely related to the hydrostatic
pressure, the contribution of thermal expansion to the ground state spin resonances can be
simply expressed as [109, 110]

Δ𝒟𝑒𝑥
𝑔𝑠(𝑇 ) = 𝜖𝑔𝑠 𝑃 (𝑇 ), (2.16)

where 𝜖𝑔𝑠 = 14.58 MHz/GPa [111] is the hydrostatic pressure shift of 𝒟𝑔𝑠 and 𝑃 (𝑇 ) is the
pressure due to thermal expansion given by

𝑃 (𝑇 ) = ℬ
∫︁ 𝑇

0
𝑒(𝑇 ′)𝑑𝑇 ′, (2.17)

where ℬ = 442 GPa is the bulk modulus of diamond and 𝑒(𝑇 ) is the diamond volume expansion
coefficient as a function of temperature.

If the vibrational frequencies associated with different electronic levels differ, the energy
of a zero-phonon transition will depend linearly on vibrational quantum number. We can now
introduce the vibrational density of modes 𝜌(𝜔) and performing the thermal average, the
contribution of electron-phonon interactions to the 𝒟𝑔𝑠 temperature shift is written as

Δ𝒟𝑒−𝑝
𝑔𝑠 (𝑇 ) =

∫︁ Ω

0
𝑛(𝜔, 𝑇 )𝛿𝑔𝑠(𝜔)𝜌(𝜔)𝑑𝜔, (2.18)

where 𝑛(𝜔, 𝑇 ) = (𝑒ℎ̄𝜔/𝑘𝐵𝑇 − 1)−1 is the Bose-Einstein distribution of vibrational occupations;
Ω ∼ 165 meV is the highest vibrational frequency of diamond and 𝛿𝑔𝑠(𝜔) is the average
vibrational frequency difference between the electronic states [109]. Thus, it is possible to
write down an expression for the dependence for Δ𝒟𝑔𝑠(𝑇 ) given by the two contributions
described on Equations 2.16 and 2.18 as

Δ𝒟𝑔𝑠(𝑇 ) = Δ𝒟𝑒𝑥
𝑔𝑠(𝑇 ) + Δ𝒟𝑒−𝑝

𝑔𝑠 (𝑇 ), (2.19)

which results in

Δ𝒟𝑔𝑠(𝑇 ) = 𝜖𝑔𝑠 ℬ
∫︁ 𝑇

0
𝑒(𝑇 ′)𝑑𝑇 ′ +

∫︁ Ω

0
𝑛(𝜔, 𝑇 )𝛿𝑔𝑠(𝜔)𝜌(𝜔)𝑑𝜔 . (2.20)
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According to Doherty et al. [109], given the power series expansion of 𝑒(𝑇 ) and 𝛿𝑔𝑠(𝜔)𝜌(𝜔),
the temperature shift Δ𝒟𝑔𝑠(𝑇 ) can be expressed by a polynomial in the temperature 𝑇 . For
instance, experimental studies with NV− ensembles in bulk samples reported an adequate fit
with a polynomial terminating at 𝑇 5 for a temperature range of 5 K to 300 K [109]. Another
study with individual nanodiamonds obtained a good experimental fit by using a quadratic
polynomial expression for Δ𝒟𝑔𝑠(𝑇 ) for temperature values ranging from 300 K to 500 K [110].
The difference between the data analysis proposed in the two studies can be explained either
by the high temperature range and the use of individual nanodiamonds on the second work.
An explicit indicator of it is the fact that the contributions of Δ𝒟𝑒−𝑝

𝑒𝑠 (𝑇 ) begins with powers
of 𝑇 3 because as 𝜔 → 0 the Debye density, i.e, 𝜌(𝜔) is proportional to 𝜔2 and for quadratic
electron-phonon interactions 𝛿𝑔𝑠(𝜔) ∝ 𝜔. Thus, for high temperatures, the contribution of
Δ𝒟𝑒𝑥

𝑔𝑠(𝑇 ) to the lower powers of 𝑇 on Δ𝒟𝑔𝑠(𝑇 ) tends to be accentuated [110]. Besides, the
bulk modulus of nanodiamonds can be as high as 560 GPa [112] which would increase the
contribution of Δ𝒟𝑒𝑥

𝑔𝑠(𝑇 ) due to thermal expansion (see Equation 2.16). For intervals in the
biological temperature range (305 to 320 K) the experimental measurements of Δ𝒟𝑔𝑠(𝑇 ) can
be adjusted with a linear function of 𝑇 , as reported by [113].

As mentioned before, one of the focus of this work is to perform temperature measurements
with NV− defects in temperature intervals compatible to biological systems. Thus, according
to the studies carried on by Fujiwara et al. [113] a linear fit of the experimental measured
resonance frequencies 𝜈− or 𝜈+ for the spin sublevels as function of temperature returns
the same information as measuring Δ𝒟𝑔𝑠(𝑇 ) , being suitable to analyze the acquired data.
The reason to work with the spin resonances instead of the ZPS, given by 𝒟𝑔𝑠 , is that
the strain parameter for the ground state do not present detectable variations up to 600 K
[110]. It means that measuring the frequency shifts of a given resonance due to temperature
variation, say 𝜈−(𝑇 ), will return the same information of measuring the shift of Δ𝒟𝑔𝑠(𝑇 ) .
An example is shown in Figure 12 in the absence (a) and in the presence (b) of an external
magnetic field. It can be noticed from the figure that the thermal shifts on the spin resonances
Δ𝜈±(𝑇 ) are equal in frequency to Δ𝒟𝑔𝑠(𝑇 ) . Thus, either Δ𝒟𝑔𝑠(𝑇 ) or Δ𝜈±(𝑇 ) can be used
as thermal parameters in order to perform the temperature sensing of a sample with the single
NV− defects. An experimental advantage of this technique in the presence of an external
magnetic field is the capability to perform the real-time monitoring of the ESR frequency of
a given spin sublevel, which allows one to obtain the real-time temperature of the sample, as
will be shown in the the experimental results reported on Chapter 4.
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Figure 12 – Normalized ODMR simulated spectrum in the a) absence and in the b) presence of an external
magnetic field. The blue and red lines represent simulated spectra at low and high temperatures,
respectively. The thermal shifts induced in 𝒟𝑔𝑠 and Δ𝜈± are equal in frequency, being equivalent
for the determination of temperature from these parameters.

Font: The author (2022).

So far, the experimental techniques and the physical properties necessary to perform lu-
minescence thermometry with the LIR and ODMR techniques have been discussed. Thus, in
order to characterize the thermal response of the luminescent nanothermometers by imple-
menting two different optical techniques, we will discuss in the section 2.3 the concepts of
thermal sensitivity and thermal resolution that are employed as comparative parameters to
quantify the efficiency of luminescent nanothermometers. As will be shown, these thermal
parameters allow one to compare thermometric systems based on luminescence even with the
use of different experimental techniques.

2.3 RELATIVE SENSITIVITY AND THERMAL RESOLUTION

The figure of merit used to quantify the efficiency of any physical sensing device is the
sensitivity of the apparatus relative to the variations of the measured physical quantity. For
luminescence-based techniques, the sensing efficiency of a thermometric technique is deter-
mined by the sensitivity, 𝑆, commonly defined in the literature as [5]

𝑆 = 𝜕𝑄

𝜕𝑇
. (2.21)

The Equation 2.21 above is a general expression for any thermometric technique that
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measures a temperature related quantity 𝑄 and is a measure of the magnitude of the changes
in 𝑄 for an infinitesimal temperature change. In our case, the measured parameters are the LIR
(𝑅) for the lanthanide codoped system and the resonance frequency 𝜈 of the spin projection
|𝑚𝑆 = +1⟩ for the nitrogen-vacancy defects in nanodiamonds. The sensitivity relation given
in Equation 2.21 is given in units of the thermal quantity 𝑄 over K. Thus, for LIR-based
nanothermometers, the thermal sensitivity is defined with the use of the Equation 2.5 as

𝑆𝐿𝐼𝑅 = 𝜕𝑅

𝜕𝑇
= 𝑅

Δ𝐸

𝑘𝐵𝑇 2 . (2.22)

Meanwhile, for ODMR-based nanothermometry, we can write down the expression for the
thermal sensitivity as:

𝑆𝑂𝐷𝑀𝑅 = 𝜕𝜈

𝜕𝑇
. (2.23)

However, depending on the implemented luminescence-based thermometric technique, the
thermal measurement parameter 𝑄 can have different orders of magnitude which makes 𝑆 not
suitable for comparison between different sensing methods. Thus, the relative sensitivity, 𝑆𝑅 ,
is used for comparing the sensitivity of different temperature sensing techniques and can be
written as

𝑆𝑅 = 𝑆

𝑄
= 1

𝑄

⃒⃒⃒⃒
⃒𝜕𝑄

𝜕𝑇

⃒⃒⃒⃒
⃒ . (2.24)

The 𝑆𝑅 parameter is given in units of K−1 or % K−1. Now we can obtain expressions in
order to compare the thermal sensitivities for two different temperature sensing techniques,
as our case using LIR and ODMR methods. In this sense, one can obtain direct expressions
for 𝑆𝑅 once implemented the two strategies. The expression for LIR-based systems can be
obtained with the use of Equations 2.24 and 2.5 expressed as:

𝑆𝐿𝐼𝑅
𝑅 = 𝑆

𝑅
= 1

𝑅

⃒⃒⃒⃒
⃒𝜕𝑄

𝜕𝑇

⃒⃒⃒⃒
⃒ = Δ𝐸

𝑘𝐵𝑇 2 , (2.25)

which depends on the LIR parameter Δ𝐸 and on the temperature. As can be noticed in
Equation 2.25, the relative sensitivity 𝑆𝑅 of a system can be improved if the energy gap
Δ𝐸 between the two thermally coupled levels is increased as long as the conditions necessary
to perform the LIR measurements are fulfilled. The 𝑆𝑅 values also depend on the temperature
at which the measurements are performed.
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On the other hand, for thermometric systems based on ODMR, the relative sensitivity is
directly obtained through

𝑆𝑅 = 𝑆

𝜈
= 1

𝜈

⃒⃒⃒⃒
⃒ 𝜕𝜈

𝜕𝑇

⃒⃒⃒⃒
⃒ . (2.26)

The parameter 𝑆𝐿𝐼𝑅
𝑅 is the most common figure of merit used to characterize LIR-

based nanothermometers. For instance, Ln3+ codoped nanothermometers typically present
𝑆𝐿𝐼𝑅

𝑅 values ranging from 0.3 % K−1 [114] up to 9.6 % K−1 [9]. More specifically, LIR nanoth-
ermometry performed with Yb3+/Er3+doped results in 𝑆𝐿𝐼𝑅

𝑅 values between 0.5 % K−1 and
2.88 % K−1 [115]. On the other hand, for ODMR-based nanothermometry with NV− defects,
the 𝑆𝑂𝐷𝑀𝑅 parameter (Equation 2.23) is often employed to characterize nanothermometers.
Ensemble measurements with NV− defects on bulk diamond reported 𝑆𝑂𝐷𝑀𝑅 values of −74
kHz·K−1 [116]. However, for temperature measurements with individual NCs, 𝑆𝑂𝐷𝑀𝑅 varies
between −50 kHz·K−1 to −100 kHz·K−1 [117]. This fluctuation on the thermal response of
individual ODMR-based nanothermometers is due to the crystal strains [109], surface states
and possibly to thermal calibration difficulties [117]. In order to compare both techniques used
in this work, the 𝑆𝑂𝐷𝑀𝑅

𝑅 value can be obtained for ODMR-based nanothermometers with use
of equation 2.26 for the minimum and maximum values reported for individual NCs, which
results in 𝑆𝑂𝐷𝑀𝑅

𝑅 ≃ 1.7 × 10−3 % K−1 and ≃ 3.5 × 10−3 % K−1, respectively, for a resonance
frequency of 𝜈 = 2.87 GHz.

It can be noticed that 𝑆𝑂𝐷𝑀𝑅
𝑅 values found in literature are lower than the measured

𝑆𝐿𝐼𝑅
𝑅 for Ln3+ compounds. Nevertheless, this low relative sensitivity value obtained for NV− -

doped nanodiamonds does not condemn their implementation as high accuracy nanother-
mometers. As discussed in subsection 2.3.1, when dealing with single ODMR-based thermal
sensors, there are physical parameters other than 𝑆𝑂𝐷𝑀𝑅

𝑅 that define the capabilities of an
individual nanothermometer. In this sense, besides of measuring 𝑆𝑅 with both LIR and ODMR
techniques, it is of particular importance to consider another thermal parameter for comparing
the nanothermometers: the thermal resolution, whose definition is given as follows.

The thermal resolution of a system, 𝛿𝑇 , is defined as the minimum temperature interval
that can be measured with the temperature sensing device. This parameter is of particular
importance because it takes into account some practical limitations of the experimental system,
such as signal-to-noise ratio and emission efficiency of the doped crystal. Such practical effects
are disregarded when describing thermal performance with 𝑆 and 𝑆𝑅 [15]. The definition of
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𝛿𝑇 is given by [118]

𝛿𝑇 = 𝜎𝑄

𝑆𝑅

, (2.27)

where 𝜎𝑄 is the standard deviation of the measured thermal parameter 𝑄 over a set of mea-
surements. Equation 2.27 returns the thermal resolution considering the statistical error of
the measurements, taking in account the limitations imposed by the experimental apparatus.
Besides, 𝛿𝑇 also depends on the relative sensitivity of a given thermometer in such a way that
smaller thermal resolutions are achieved with high sensitivity thermometers [11].

However, equation 2.27 is suitable when working with ensemble measurements or when
dealing with statistical errors obtained through averages over a set of measurements with
individual particles, as reported in the references [24, 23]. The averages over a set do not
take in account the individual characteristics of a particular nanothermometer. Therefore,
when thermal measurements are performed with a single thermometer, a new definition of
thermal resolution must be used in order to obtain accurate values for 𝛿𝑇 . In this sense,
the measurement errors obtained from the single particle measurements need to be taken
into account, along with the individual relative sensitivity values. This is the subject of the
next subsection, in which the method of determining the thermal resolution of individual
nanothermometers will be discussed.

2.3.1 Thermal resolution of individual NCs

The method used to determine the thermal resolution of individual NCs is not the same as
those used for ensembles of NCs. This arises from the fact that for individual NCs, the measured
thermal parameters obtained from the LIR or ODMR measurements may be correlated. In the
following, the methods used for obtaining 𝛿𝑇 for the experimental results presented in the
chapters 3 and 4 are described.

As mentioned in section 2.3, the thermal resolution of a thermometer 𝛿𝑇 is defined as
the minimum temperature change that the system is able to measure confidently, thus it is a
function of the thermometric measured parameter 𝑄. One can expand 𝛿𝑇 in Taylor’s Series
and truncate to the first non-vanishing term, which results in

𝛿𝑇 = 1
𝑆𝑅

𝛿𝑄

𝑄
. (2.28)
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According to Brites et. al. [118], the uncertainty in the determination of 𝑄, 𝛿𝑄, can be
calculated either by measuring a set of 𝑄 values in the same experimental condition, making
a histogram and calculating the standard deviation; or by propagating the uncertainties from
the signal-to-noise ratio of the detection system. Even though these procedures are well-
established, they are not suitable to individual calibration because of the possible correlations of
the measured thermal parameters and individual thermal responses of each nanothermometer.
A different approach which can also be used to gain more physical intuition about the system
is discussed below.

As will be shown in the next chapters, the calibration of the thermometer is made by
fitting the 𝑄 (LIR or ODMR frequency shift) vs. temperature data and typically obtaining two
parameters: 𝛼 , and 𝛽. Thus, for a function fitted with two arbitrary parameters 𝛼 and 𝛽, the
fitting is performed by standard linear regression, in which it is also possible to calculate the
variance-covariance matrix, defined by [119]

Σ =

⎡⎢⎢⎣ 𝜎2(𝛽) Cov(𝛽, 𝛼)

Cov(𝛼, 𝛽) 𝜎2(𝛼)

⎤⎥⎥⎦ ,

where
𝜎 2 (𝛾) = 𝐸

{︁
[𝛾 − 𝐸 (𝛾)] 2

}︁
,

is the variance of the variable 𝛾 = 𝛼 or 𝛽, where 𝐸[𝛾] is its the expected value, and

Cov(𝛼, 𝛽) = Cov(𝛽, 𝛼) = 𝐸{[𝛽 − 𝐸(𝛽)][𝛼 − 𝐸(𝛼)]},

,
is the covariance of the two variables 𝛼 and 𝛽.

If the two variables are independent random variables, the covariance between them must
vanish, and the variance-covariance matrix becomes diagonal. Thus each element of the diag-
onal completely characterizes the statistical properties of its corresponding parameter. In the
opposite situation, where the variables are not independent, the Σ matrix is not diagonal, but
still symmetric.

Performing the linear regression via a Least Mean Squares algorithm, it was verified that
the covariance matrices for all fittings of the LIR-based thermometers are not diagonal, which
means that 𝛼 and 𝛽 are correlated. The physical meaning for this correlation relies on the
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choice of the Boltzmann’s Law to model the photophysical dynamics of the system. As dis-
cussed in a recent work [23], the authors used the same codopants used in this thesis, but
in a NaYF4 matrix and showed that the dynamics of non-radiative absorption and decay of
the Er3+ ions leads to a deviation of the Intensity Ratio from the Boltzmann law, for the same
thermally coupled levels used in this work.

For instance, a typical LIR measurement 𝑅 can be rewritten in terms of its logarithm
as a new function 𝑅′ = 𝑙𝑛(𝑅) = 𝛽 − 𝛼/𝑇 , where 𝛽 = 𝑙𝑛(𝐴) depends on the radiative
decay rates and 𝛼 = Δ𝐸/𝑘𝐵 is related to the energy gap Δ𝐸 (see Equations 2.5 and 2.6).
However, experimental results [11] show that the Δ𝐸 parameter evaluated by the Boltzmann
law may actually not be the spectroscopic value, but an apparent value that depends also on
the radiative decay rates. Therefore, 𝛼 and 𝛽 must be correlated in experiments. An important
consequence is that the error propagation to obtain derived quantities as the thermal resolution
for the LIR technique must consider the off-diagonal terms in Σ.

In order to determine 𝛿𝑅, it is possible to set that, for a fixed temperature 𝑇0, 𝑋0 = 1/𝑇0

and 𝑅 as 𝑅(𝛼, 𝛽). Thus, the 𝛿𝑅 can be written in matrix form [119]

(𝛿𝑅)2 =
[︂
1 𝑋0

]︂
·

⎡⎢⎢⎣ 𝜎2(𝛽) Cov(𝛽, 𝛼)

Cov(𝛼, 𝛽) 𝜎2(𝛽)

⎤⎥⎥⎦ ·

⎡⎢⎢⎣ 1

𝑋0

⎤⎥⎥⎦ ,

The subsequent calculations of all related quantities presented in the experimental results
contained in the next chapter (section 3.5 Table 1) follows from the standard error propagation
presented in this section.

For individual ODMR-based nanothermometers, the thermal resolution also depends on
a variety of optical parameters that characterize a single nitrogen-vacancy emitter. These
parameters determine the minimum frequency changes detectable with the ODMR system,
𝛿𝜈, given by [76]

𝛿𝜈 = Δ𝑓

2𝐶
√

𝐼0𝑡
, (2.29)

in which Δ𝑓 is the half width at half maximum of the ODMR resonance curve, 𝐶 ≈ 25% is
the optical contrast between 𝑚𝑠 = 0 and 𝑚𝑠 = ±1, 𝐼0 is the photon count rate and 𝑡 is the
integration time of each measurement. It is worth pointing out that the photon count rate,
ODMR contrast and integration time depend on the optical apparatus used to perform the
ODMR measurements. Thus, by considering the general formula for the thermal resolution
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given by Equation 2.27, one can obtain the expression for the thermal sensitivity of individual
nitrogen-vacancy nanothermometers

𝛿𝑇 = 1
𝑆𝑅

𝛿𝜈

𝜈
= 1

𝜕𝜈
𝜕𝑇

Δ𝑓

2𝐶
√

𝐼0𝑡
. (2.30)

With Equation 2.30 it is possible to determine the thermal resolution of the thermometers
based on individual nitrogen-vacancy defects and compare it with other thermal sensing tech-
niques. The equation 2.30 will be applied for obtaining 𝛿𝑇 for NCs with single NV− defects
presented in chapter 4 discussions.

To get a better idea about the thermal resolution of individual nanothermometers compared
to ensemble measurements with LIR and ODMR techniques, some results reported in literature
can be mentioned. Typical ensemble measurements performed with LIR on Ln3+ -doped NCs
returns thermal resolutions ranging from 𝛿𝑇 ∼ 1.0 to 0.1 K at room temperature [44]. Despite
only a few works can be found in literature on LIR thermometry with single NCs, similar
thermal resolutions were reported for individual ratiometric nanothermometers. For example,
LIR measurements performed on individual NCs doped with Yb3+/Er3+[24] and Nd3+ [52]
were capable of achieving thermal resolutions of 𝛿𝑇 ≃ 0.3 K at 300 K, which are quite
close to the ensemble results and are within the range necessary for biological applications
[44]. Meanwhile, the big asset of ODMR thermal sensing with individual NCs its definitely
its high thermal resolution if compared to ensemble measurements. For instance, Neummann
et al. reported results on ODMR-based individual nanothermometers with thermal resolution
up to 1 mK [120]. In a similar study, by using single nanodiamonds doped with about 200
NV− centers, Kucsko et al. reported thermal resolutions as high as 1.8 mK [85]. In other
work, Fujiwara and collaborators reported 𝛿𝑇 ≃ 0.2 K for nanodiamonds doped with ∼ 500
NV− centers used for monitoring the temperature inside living organisms. For comparison,
thermal sensing using ensembles of nanodiamonds achieved thermal resolutions of ≃ 2.3 K
which is due to possible differences on the thermal responses between the nanodiamonds [117].
This result is an order of magnitude higher than for the individual nanodiamonds and indicate
that the individual thermal response of each nanodiamond need to be counted on for their
implementation as nanothermometers. It reinforces the assumption that single nanodiamonds
can be implemented as high sensitivity nanothermometers even with low relative sensitivity
values, as mentioned before. These results found in literature for single ODMR-based sensing
devices show that thermal resolutions obtained with this technique are similar and even higher
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than those obtained with individual Ln3+ -doped NCs. However, the main observation that
can be made about these results is the high thermal sensing performance of individual NCs if
compared to ensemble measurements that, in the case of single nanodiamonds, may present
thermal resolutions three orders of magnitude smaller when performed with single NCs (up to
the mK scale). Thus, working with single nanothermometers through both optical techniques
described in the former sections allows one to perform temperature sensing with high spatial
and thermal precision in very similar application scenarios.

Up to now the possibilities of investigating the thermal capabilities of single nanothermome-
ters have been discussed. However, the experimental techniques that allow one to detect the
luminescence of individual NCs still haven’t been presented. Thus, in order to discuss the detec-
tion of single NCs through their emitted luminescence with sub-micrometric spatial resolution,
the next section is dedicated to the description of the working principles of a luminescence
microscopy setup that allows us to perform the identification of single NCs necessary for the
experimental analysis presented in the chapters 3 and 4.

2.4 PRINCIPLES OF HIGH-RESOLUTION LUMINESCENCE MICROSCOPY

As the aim of this Thesis is to perform thermometric measurements with individual nano-
thermometers, it is essential to introduce the experimental methods used for the detection of
single luminescent NCs. The samples used to perform the experimental investigations consist
in an amount of single NCs spread over a glass coverslip surrounded by air or liquid environ-
ments. Therefore, it is necessary to implement the method of sample scanning microscopy in
order to spatially localize a single NC and perform the subsequent acquisition of the emitted
light from each selected NC. This technique allows one to work with the same set of single
NCs in different experimental situations. For example, a standard sample scanning setup is
precise enough to perform experimental measurements on single nanothermometers in differ-
ent environments (air and liquid media), as will be presented in the chapter 3 for LIR-based
Y2O3:Yb3+/Er3+nanothermometers. Besides, this section will also present the scanning con-
focal microscopy method implemented for the detection of ∼ 25 nm diameter nanodiamonds,
necessary to study the thermal effects with the ODMR technique on single nitrogen-vacancy
defects as presented in chapter 4. As discussed in subsection 2.4.1, the confocal microscopy
technique is capable of performing luminescence images with better resolution than the stan-
dard microscopy, and consequently, is capable of locating individual NCs spatially with high
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precision. The general aspects of these two optical microscopy techniques along with the
definition of optical resolution for both methods are briefly presented.

2.4.1 Sample scanning optical microscopy

In general lines, the sample scanning technique consists in focusing laser light on a diffraction-
limited region of a sample and collecting the emitted luminescence from that same spot as a
function of the samples’ spatial position. In this sense, this technique allows one to construct
luminescence profile of the investigated microscopic system with high spatial resolution. A
typical experimental setup used for standard scanning optical microscopy is shown in Figure
13a). In this setup, a laser light beam is collimated by a lens and passes though a laser line
filter in order to eliminate any wavelength other than that from the laser light source. A beam
splitter (typically a dichroic mirror), reflects the excitation light into a high numerical aperture
microscope objective. The laser light is tightly focused on a point-like spot and the optical
signal (e. g. luminescence) and scattered light created at the focus are collected by the same
objective and converted into a collimated beam. The dichroic beam splitter transmits light in
a restricted spectral range, which is then filtered further by spectral filters and finally reaches
the detector. Thus, luminescence images of the sample can be obtained pixel by pixel by scan-
ning the sample relative to the focus and recording the correspondent intensity values (photon
counts or generated voltage for avalanche photodiodes and photomultiplier tubes) for each
pixel [71].

In order to understand the capabilities of a given microscope, it is interesting for us to
discuss the spatial resolution of an optical system. By definition, the resolution of an optical
system is given by its Point Spread Function (𝑃𝑆𝐹 ), which is essentially the diffraction pattern
that arise when a point object is imaged through the optical system (aperture, lenses, etc.)
[121]. Particularly, for a circular aperture in the paraxial approximation, the 𝑃𝑆𝐹 has the form
of an Airy Disk [122]

𝑃𝑆𝐹 =
[︃

2𝐽1(𝛼𝑟)
𝛼𝑟

]︃2

, (2.31)

where 𝛼 = 2𝜋𝑁.𝐴./𝜆; 𝐽1(𝛼𝑟) is the Bessel function of the first kind; 𝑟 is the radial distance
from the point source; 𝜆 is the wavelength of the light and 𝑁.𝐴. = 𝑛 sin(𝜃) is the numerical
aperture of the objective. The definition of 𝑁.𝐴. depends on the refractive index of the
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Figure 13 – Experimental setup of a simple a) scanning optical microscope and b) scanning confocal optical
microscope. The arrows indicate the propagation direction of the excitation/luminescence beams.
DM, dichroic mirror; F, filters; L, lens; M, mirror; O, objective lens; P, pinhole; SPC, single-photon
counting device.

Font: Adapted from [71]

medium, 𝑛, and on the half angle of the maximum cone of light converging or diverging from
an illuminated spot, 𝜃. The 𝑃𝑆𝐹 function for a circular aperture is plotted in Figure 14. It
can be noticed that the 𝑃𝑆𝐹 function presents maximum intensity value for 𝛼𝑟 = 0 with
relative maximum and minimum points close to the maximum value that define a diffraction
pattern. The first minimum of the 𝑃𝑆𝐹 is obtained at 𝛼𝑟 = 3.832 which corresponds to
𝑟 = 0.61𝜆/𝑁.𝐴..

A useful way of determine the resolution of an optical system is to measure the width
between the half-power points of the most intense lobe of the 𝑃𝑆𝐹 which is named full-width
at half-maximum (𝐹𝑊𝐻𝑀) and is defined as [121]

𝐹𝑊𝐻𝑀 = 0.51𝜆

𝑛 sin(𝜃) = 0.51𝜆

𝑁.𝐴.
. (2.32)

Equation 2.32 returns the width of the image of a point object and is also called "the single
point resolution" of the standard optical microscope. Equation 2.32 also defines the Sparrow
resolution limit [71], which is the distance for which a decrease on the intensity of two perfect
point light sources with equal intensities becomes immeasurable [123]. The Sparrow resolution
criterion is equally applied for optical systems studied with coherent or incoherent light sources.

As mentioned before, the first minimum of the 𝑃𝑆𝐹 (see Equation 2.31) is given at
𝑟 = 0.61𝜆/𝑁.𝐴.. The 𝑃𝑆𝐹 circle inside the first minimum is called Airy disk and its radius



69

defines the Rayleigh distance, 𝑑𝑅 [71]. The relation between Rayleigh distance and the 𝑃𝑆𝐹

function is schematically shown in Figure 14, where the spatial distribution of the 𝑃𝑆𝐹 is
plotted according to Equation 2.31 for an ordinary optical system. In Figure 14, the dark color
represents the points with non-null intensity, meanwhile the white color represents the minimum
intensity points. The central circles have been slightly darkened for better observation of the
so-called Airy rings, i. e., the observable concentric circular intensity patterns. From these
concepts, one can define a new criterion for the resolution of optical systems, denominated
as the Rayleigh resolution limit for two identical points. As the name suggests, this criterion
supposes that two point light sources will be distinguished when the central maximum of the
𝑃𝑆𝐹 of one point is located at the first minimum of the 𝑃𝑆𝐹 for the other light source
[121]. Thus, it means that the two light sources can be distinguished if they are separated by
a distance 𝑑𝑅, given by

𝑑𝑅 = 0.61𝜆

𝑛 sin(𝜃) = 0.61𝜆

𝑁.𝐴.
. (2.33)

The intensity profiles of two point-like light sources for different distances between the
points are plotted in Figure 15. Both images (top row) and the 𝑃𝑆𝐹 profiles (bottom row)
on Figure 15 were plotted with Equation 2.31. The intensity pattern shown in Figure 15a)
presents two points spaced enough to obtain a well resolved image of both light sources. Figure
15b) represents the two points separated by 𝑑𝑅, which is, as mentioned before, the minimum
distance for them to be resolved in space, according to the Rayleigh resolution criterion. On
Figure 2.33c) the image of the two points is not resolved. The separation between the points,
were 𝛼𝑟 = 5𝜆/𝑁.𝐴. and 𝛼𝑟 = 2𝜆/𝑁.𝐴. for Figures 15a) and c), respectively.

From the definition of the Sparrow and Rayleigh resolution criteria defined above on Equa-
tions 2.32 and 2.33, it can be noticed that there are two ways of improving the resolution
of a given optical system. First, one can reduce the excitation wavelength 𝜆 used to study
the samples. However, when such manipulation of 𝜆 is not possible, e. g., when investigating
specific absorption/emission lines of given material, it is still possible improve the spatial reso-
lution of the optical system by increasing the refractive index of the medium 𝑛, which is done
by using immersion objectives. Such objectives work with high refractive index liquids between
the objective’s pupil and the sample. Two very common immersion fluids are water (𝑛 = 1.33)
and oil (𝑛 = 1.52) [71] and the latter is used on the experimental arrangements described on
chapters 3 and 4.



70

Figure 14 – Normalized 𝑃𝑆𝐹 of a simple lens and the correspondent Airy pattern. The gray solid (dashed)
lines represent the points of maximum (minimum) of the 𝑃𝑆𝐹 . The Rayleigh distance, 𝑑𝑅, is
given by the separation between the point of maximum intensity (𝛼𝑟 = 0) and the first intensity
minimum (𝛼𝑟 = 3.832).

Font: Adapted from [124]

As shown in references [23, 24, 11] and the results presented on the next chapter, the
sample scanning microscopy is very suitable to study individual fluorophores, presenting spa-
tial resolution comparable to the emission wavelength of individual NCs. For instance, when
working with lanthanide-ion doped on micro- and nano-particles, an individual NC is doped
with thousands of optical active ions, which generate intense luminescence bands easily de-
tected by using standard sample scanning microscopy. However, when working with the light
detection from fainter particles with a considerably smaller amount of emitters, the detection
system may suffer from increased background from out-of-focus planes relative to emission
intensity of single NCs. The extreme situation happens when it is necessary to detect the



71

Figure 15 – Intensity patterns of two identical light sources presenting a) a well resolved image of the two
points, b) two points separated by 𝑑𝑅, satisfying the Rayleigh criterion and c) an unresolved image
of the light sources.

Font: The author (2022).

fluorescence of single emitters, as is the case for individual nanodiamonds containing a single
nitrogen-vacancy defect. For studying these fluorophores, as shown in chapter 4, the detec-
tion of these NCs can only be performed with the use of confocal microscopy, discussed in
subsection 2.4.2.

2.4.2 Scanning optical confocal microscopy

As mentioned in subsection 2.4.1, sometimes the detection of the emitted luminescence
from single NCs is not possible due to limited spatial resolution of the system and the high
background photon counts. For instance, the study of biological samples with standard optical
microscopy may present blurring, loss of contrast and resolution due to the presence of reflective
surfaces, imperfections and light arising from different tissue depths [125]. In order to fix these
problems, in such cases the standard scanning optical microscopy is improved with the use of
spatial filters which in turn enhance the spatial resolution of the optical systems and suppress
most of the undesirable light from out-of-focus optical planes.

One particular technique often used is the confocal optical microscopy, which experimental
setup is presented on Figure 13b). The main difference between the confocal microscopy
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and the standard microscopy [see Figure 13a)] is the presence of an aperture, also called a
"pinhole", located in front of the detector in a plane conjugated with the focal point of the
objective lens. The conjugation of the objective focal plane and the detection point at the
pinhole aperture justifies the use of the term "confocal". This technique is then based on the
fact that only the light originating from the focal area is able to pass through the detection
pinhole and hence reach the detector. It means that light sources which are laterally displaced
relative to the focal point will not reach the photon counter, being blocked by the pinhole walls.
Besides, light originating from points displaced along the optical axis but that are not located
at the focal plane of the objective will be strongly attenuated by the detection pinhole. The
confocal principle is depicted on Figure 16. It is possible to see that the light emitted by one
object (square), which is located on the optical axis lying in the conjugated focal plane, passes
though the pinhole aperture and reaches the detector. The objects that are located on the
optical axis but not on the focal plane (circle) have their luminescence strongly attenuated by
the detection pinhole. Meanwhile, for objects located at the focal plane but laterally displaced
from the objective focus (triangle), their emitted light is completely blocked by the pinhole
[71].

Just as in the case of standard microscopy, discussed previously, the resolution of a confocal
microscope is defined by the 𝑃𝑆𝐹 of the optical system. However, in the case of confocal
microscopy, the optical resolution of the system depends not only on the 𝑃𝑆𝐹 of objective
lens, but also on the 𝑃𝑆𝐹 due to the presence of the aperture in front of the detector. This
new consideration results in an effective 𝑃𝑆𝐹 for the confocal setup, 𝑃𝑆𝐹𝐶 , given by the
square of the 𝑃𝑆𝐹 for the standard microscope, and can be written as [121]

𝑃𝑆𝐹𝐶 = (𝑃𝑆𝐹 )2 =

⎧⎨⎩
[︃

2𝐽1(𝛼𝑟)
𝛼𝑟

]︃2
⎫⎬⎭

2

, (2.34)

in which the parameters were also defined on the equation 2.31. The intensity profile for the
confocal microscopy is plotted on Figure 17 where it also can be found the intensity profile
for the 𝑃𝑆𝐹 function of a conventional microscope. It can be readily verified that the spatial
intensity profile for a confocal optical system is narrower than the conventional one, which
evidences the higher resolution achieved with this technique.

By using the Sparrow resolution criterion (see subsection 2.32), it can be verified that the
single point resolution for the confocal optical system is given by
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Figure 16 – The confocal principle. Three luminescent objects on a sample are located at different positions.
The detection paths of the each object are represented by black solid, red dashed and blue dash-
dotted lines for the square, triangle and circle, respectively (colored for better visualization). L,
Lens; M, mirror; O, objective; P, pinhole. SPC, single photon counter.

Font: Adapted from [71]

𝐹𝑊𝐻𝑀𝐶 = 0.37𝜆

𝑛 sin(𝜃) = 0.37𝜆

𝑁.𝐴.
, (2.35)

where 𝐹𝑊𝐻𝑀𝐶 is the full-width at half maximum of the main lobe of the 𝑃𝑆𝐹𝐶 (Equation
17). Thus, 𝐹𝑊𝐻𝑀𝐶 defines the single point resolution for the confocal microscopy which
is around 28 % better than the resolution of the standard optical microscope. In practical
situations, when working with light emitters much smaller than the excitation wavelength, the
𝐹𝑊𝐻𝑀𝐶 is often used as the definition of the optical resolution of the implemented optical
system [83].

If one returns to the definition of the Rayleigh criterion (subsection 2.4.1), that defines
the the minimal distance for which two points can be optically resolved, one can calculate
the minimum distance necessary for the two point-like sources be distinguishable with use of
a confocal microscopy setup. For excitation light with wavelength 𝜆, the Rayleigh criterion is
satisfied for the confocal technique when the two points are apart by a distance 𝑑𝐶 given by
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Figure 17 – Intensity profile of the 𝑃𝑆𝐹 for a conventional microscope (blue curve) in comparison to the
𝑃𝑆𝐹𝐶 of a confocal microscope (red curve).

Font: The author (2022).

𝑑𝐶 = 0.56𝜆

𝑛 sin(𝜃) = 0.56𝜆

𝑁.𝐴.
. (2.36)

As can be noticed from the Equation 2.36, the Rayleigh distance for the confocal mi-
croscopy returns smaller values if compared to one obtained with the standard confocal mi-
croscopy. The concepts discussed in this section conclude the theoretical discussions and are
of primary importance for the presentation of the experimental setups described on the next
chapters. The determination of the single point resolution by using the Sparrow criterion for the
experimental apparatus used to construct this thesis were experimentally measured in previous
studies [15, 83] and the results will be used to define other necessary physical magnitudes,
such as optical resolution of the microscopes, power density of the excitation beam, etc.
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3 INFLUENCE OF THE SURROUNDING MEDIUM ON THE THERMAL RE-

SPONSE OF INDIVIDUAL Yb3+/Er3+ CODOPED YTTRIA NCS

In the previous chapter the physical concepts that enable one to perform LIR thermometry
with with Yb3+/Er3+codoped systems have been introduced along with the main reasons to ap-
ply these fluorophores as luminescent nanothermometers. However, as discussed in subsection
2.1.5, there are some application scenarios in which the interaction of the nanothermometers
and the surrounding environment needs to be taken in account in order to obtain reliable
temperature measurements in loco with luminescent NCs. Thus, aiming at contributing to the
current research in this subject, this chapter is dedicated to the experimental investigation on
the influence of the circumjacent medium on the thermal response of individual Y2O3 NCs
codoped with Yb3+/Er3+. The discussion begins with the description of the synthesis proto-
col and morphology of the luminescent NCs used in this chapter. This topic is followed by
the description of the methods used to obtain the experimental results, including the sample
preparation, description of the experimental setup and what were the experimental methods
implemented to study the thermal response of single nanothermometers in the chosen me-
dia. The chapter is concluded with a section containing the respective results and relevant
discussions.

3.1 SYNTHESIS AND MORPHOLOGY OF THE Y2O3 NCS CODOPED WITH Yb3+ AND
Er3+

The single Y2O3 codoped with Yb3+/Er3+NCs studied in this Thesis were synthesized by
the method of homogeneous precipitation synthesis followed by further thermal treatment by
the of group of Prof. Rogéria R. Gonçalves from the Chemistry Department of USP - Ribeirão
Preto. Details on the technique used to synthesize individual NCs can be found in references
[126, 127, 24]. The synthesis routine implemented to obtain the Yb3+/Er3+codoped NCs is
briefly described as follows. First of all, homogeneous and fully redispersable spherical hy-
droxycarbonate nanoparticles, [Y(OH)CO3.nH2O], were synthesized by urea thermolysis using
yttrium nitrate (Y(NO3)3.6H2O 99.8% purity, Sigma Aldrich) and urea (99 - 100 % purity,
Synth). The final concentrations of these precursors are respectively 0.01 mol L−1 and 5.00
mol L−1 [127]. The next step consists in introducing the Yb3+ and Er3+ ions as aqueous so-
lutions of ytterbium nitrate and erbium nitrate which is done by dissolving (Ln3+)2O3 (Ln3+
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= Yb3+ and Er3+ ) in 0.10 mol L−1 of nitric acid (HNO3) aqueous solution, resulting in acid
Ln3+(NO3) solutions. This step was followed by the reduction of the acid excess of the Ln3+

(NO3) solutions by evaporation, until a pH = 4 was achieved and the volume was adjusted to
obtain 0.10 mol L−1 solutions. The Yb3+ and Er3+ concentrations were 0.50 % and 1.50 %

relative to the Y3+ molar concentration, respectively, which is adequate to avoid concentration
quenching [128].

A closed flask containing the solution is then heated at 80°C for 2h in order to carry on
a thermolysis reaction on the solution until the nanoparticles precipitated. After a complete
reaction, the temperature of the suspension is reduced to room temperature and the colloidal
nanoparticles are separated by centrifugation at 4000 rpm in a centrifuge (Centribio: Centrilab
80 - 2B). After that, the wet product was washed five times with distilled water, and dried at
70°C for 6h. The 0.5% Er3+ /1.5% Yb3+ : Y2O3 NCs were obtained after [Y(OH)(CO3)3.nH2O]
annealing under air at 900°C for 2h. The heating rate was 5°C min−1. This procedure is carried
on in order to eliminate the carbonate and hydroxyl groups, minimizing the luminescence
quenching effects [127].

As mentioned in references [127, 24], the adopted reactional and post-reactional conditions
results in the formation of pure body-centered Y2O3 NCs, with Ia3 space group according to
JCPDS card 01-074-0553 [see Figure 18c)]. Morphology and size dispersion of the synthesized
NCs were obtained through transmission electron microscopy (TEM) using a JEOL JEM-
100CX II microscope at an accelerating voltage of 100 kV as seen in Figure 18a) and b). For
the TEM measurements, the NCs were dispersed into anhydrous ethanol, and a drop of the
solution was placed over a carbon coated microscope copper grid [24]. As can be seen on
Figure 18a) , the annealed NCs present spherical morphology and high size dispersion, with
particle size ranging from 70 nm to 150 nm. The average NC size obtained was (110 ± 20)
nm. Raman scattering spectra of the NCs presented no additional peaks related to impurities,
indicating a high phase purity and homogeneous dispersion of the RE ions into the Y2O3

crystal lattice [24].
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Figure 18 – a) Transmission electron microscopy (TEM) image of multiple Y2O3:Yb3+/Er3+NCs b) Size dis-
tribution of the Yb3+/Er3+codoped NCs. The particles can be found in sizes ranging from ≈ 70
nm to ≈ 150 nm with average value of 120 ± 20 nm. c) R-X diffractogram of the codoped
Y2O3:Yb3+/Er3+and pristine Y2O3 confirming the body centered cubic phase structure of the
NCs.

Font: Adapted from [11]

3.2 SAMPLE PREPARATION

In order to carry out LIR measurements on single NCs, it is necessary to produce samples
in which individual NCs can be located and identified individually through their luminescence
characteristics even after the deposition of liquids over the sample. These requirements are
met with the sample preparation method described below.

For the experimental measurements with individual Yb3+/Er3+codoped NCs, individual
NCs randomly spread over a glass coverslip surface were used. First of all, a colloidal solution
was prepared by suspending 0.01 g of a Yb3+/Er3+:Y2O3 NCs powder in 1 mL of isopropyl
alcohol. The colloid is then placed in a ultrasonic bath for 15 minutes in order to break eventual
large agglomerates. After sonication, the dispersion is stored during 24h for decanting before
deposition in a glass coverslip. This procedure is carried out in order to assure the decanting of
possible reminiscent agglomerates to the bottom of the vial containing the colloid. It increases
the probabilities of taking a superficial droplet of the colloid containing a majority of single
NCs. Thus, when the decanting time is achieved, the samples with individual NCs can be
prepared.

Clean Borosilicate glass coverslips (Menzel-Gläser #1) were chosen to be the substrate in
which the NCs are deposited on. When working with the luminescence detection of individual
NCs deposited over a substrate, the cleaning of the glass coverslips before deposition is of
great importance. Impurities such as dust grains (with micrometric size), any luminescent or
reflective particles (dyes from the coverslip package, tiny glass or metallic particles) or even
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impurities due the handling of the substrate may prevent the detection of the NCs. Thus, the
glass coverslips are treated according the cleaning protocol described in what follows. First,
clean beakers are rinsed with deionized water (Milli - Q™ with resistivity of ∼ 18 MΩ cm) and
used to prepare 60 mL of a washing solution composed by 2% of Hellmanex III™ glass cleaning
solution in deionized water. Then, the cleaning solution is placed in a heated ultrasonic bath
at a temperature of ∼ 40°C. The glass coverslips are then placed in a coverslip holder and
put inside the beaker with the cleaning solution during 50 minutes. Obviously, the volume of
the solution must be enough to fully cover the coverslips. In order to do the first rinse on
the coverslips, after the sonication time, the holder containing the glass coverslips is placed
in a beaker filled with deionized water and then again in the ultrasonic bath for another 10
minutes. After this time, the beaker with the glass coverslips is removed from the sonicator.
The final cleaning step is to manually rinse the coverslips, one by one, during 2 minutes in
a third beaker with deionized water followed by drying the coverslips with a nitrogen flow.
This last rinse procedure is performed manually by holding the coverslips with tweezers and
performing gentle interspersed circular and zig-zag movements with the coverslip immersed in
water. After drying, the clean coverslips are now (finally) ready for the deposition of the NCs
colloid.

Once the decanting time is reached and the coverslips are clean, the deposition of the NCs
may be done. As said before, the aim is to produce a sample with individual NCs over the glass
substrate, thus the well known spin-coating technique was used to perform the NCs deposition.
This technique is commonly used to obtain thin films of various substances and to prepare
samples with individual micro-nanoparticles [15, 24]. It consists on the rapid rotation of the
substrate containing the suspension of particles which makes it evenly distributed over the
substrate’s surface resulting in a homogeneous spatial distribution of the NCs. In order to do
that, 10 𝜇L of the NC colloid are placed over the glass coverslip with the aid of a micropippete.
Then, the coverslip is spin-coated in two steps (Chemat Technology inc., KW-4A), for 6 s at
2000 RPM and then 15 s at 3200 RPM. The solvent evaporates during the rotation, resulting,
as intended, in NCs scattered across the surface of the coverslip [11]. As can be seen in
reference [24], this deposition procedure leads to a good distribution of individual NCs, 2 - 4
𝜇m apart from each other.
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3.3 EXPERIMENTAL SETUP

The detection and spectroscopic measurements of individual NCs can be carried out with
the implementation of a sample scanning luminescence microscope. The principles of sample
scanning microscopy were introduced on subsection 2.4.1 and the scheme of the assembled
experimental apparatus used in this work can be seen on Figure 19. In this setup, the excitation
light source is a home-assembled CW fiber laser emitting at 977 nm. The excitation beam has
its power controlled by a set of neutral density absorptive filters before be directed by a 50:50
beam splitter (Thorlabs BS1) to the home-made inverted optical microscope [11]. Once the
excitation light arrives the inverted optical microscope, the laser beam is tightly focused over
the coverslip containing the NCs by a high numerical aperture microscope objective (Edmund
Optics 43905 100x N.A. = 1.25/oil immersion). The position of the sample is determined by a
computer-controlled piezoelectric 3D stage (Piezosystem Jena TRITOR 100 T-403-00) which
allows the optimization of the focal plane of the excitation beam along with the possibility
of the sample to be scanned. The NCs emitted luminescence and the laser light reflected by
the glass coverslip surface are collected by the same objective lens and sent backward to the
detection system. After passing though the beam splitter, the luminescence light is filtered by
a set of short-pass optical filters (Thorlabs FES0750 and Semrock FF01-842-sp-25) [11].

Figure 19 – (Left) Experimental apparatus scheme representing the inverted sample-scanning optical micro-
scope used in this chapter. OD: optical neutral density; APD: avalanche photodiode; N.A.: numer-
ical aperture. The selected excitation light at 977 nm is blocked by a NIR filter set, which allows
detection of luminescence with wavelengths below 750 nm. (Right) Scanning luminescence image
of codoped Yb3+/Er3+ NCs obtained with the inverted sample-scanning microscope setup. The
figure shows a 11×11 𝜇m2 region with 60 pixels in 𝑥 and 𝑦 directions and an integration time of
30 ms per pixel. The colorbar indicates the time averaged intensity. The pump power density used
here was 6×103 W/cm2.

Font: Adapted from [11]
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The emitted luminescence from the NCs can be directed to two different detection paths
with the use of a flip mirror. With the flip mirror down, the light is sent to an Avalanche
Photodiode (APD, idQuantique 100-50) which is capable of performing single photon detection
and the necessary luminescence intensity measurements on individual NCs. Besides, by using
this detection path, the emission intensity measurements associated with the position control
of the sample enable the acquisition of the two-dimensional scanning luminescence images
of the NCs. An example of a two-dimensional luminescence image of NCs is shown on the
right side of Figure 19. In this Figure, it can be noticed a luminescence pattern obtained by
sample scan on a 11×11 𝜇m region in which at least eight luminescent NCs can be identified
with emitted intensity values up to 39.4 kcounts/s. The image was acquired by recording the
integrated intensity values during 30 ms pixel by pixel in steps of ≃ 183 nm in 𝑥 and 𝑦 axis,
resulting in a final image with 60 × 60 pixels. With the flip mirror up, the collected light can
be directed to the second detection path, sending the radiation emitted by a single NC to a
spectrometer (Princeton Instruments SP2500) coupled to a CCD camera (Andor DU401-BV).
By choosing this detection path one can perform the spectral analysis of the luminescence
emitted by the individual NCs necessary for the direct LIR measurements [11]. Once the main
characteristics of the optical setup were presented, the method used to control the temperature
of the sample can be discussed in details. The implemented setup for temperature control of
the sample and the necessary thermal calibrations are discussed in detail on the next paragraph.

The investigation of thermal response of individual luminescent nanothermometers can be
done by performing the spectral measurements of each NC while controlling the temperature
of the sample. In this apparatus, a home-made heating device that consists of a thermal
blanket that embraces the microscope objective is responsible for controlling the temperature
of the sample. The device is computer-controlled and the local heating of the NCs is indirect,
happening via the immersion oil and thus being necessary to calibrate the system by measuring
the temperature of the coverslip surface with an external thermometer. It is done by measuring
the temperature of the glass coverslip surface with a thermal camera (FLIR i5) placed above
the inverted optical microscope, which enables the real time temperature monitoring of the
sample. When working with such kind of thermal imaging of a reflective surface as glass,
it is important to consider the target’s thermal emissivity 𝜖 and reflectivity. A miscalibrated
camera can generate thermal artifacts in the measurements as hotspots and misreadings. For
the instrument used here, the ambient temperature and the emissivity value of the coverslip
are used as entry parameters for establish the initial configuration of the camera. The room
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temperature was maintained between 293 - 295 K and the defined emissivity value was that of
glass 𝜖𝑔𝑙𝑎𝑠𝑠 = 0.95. For each LIR measurement these values were checked out and the details
of the calibration are described below.

Figure 20 – a) top and b) side view or the thermal camera positioning above the sample holder to do the
thermal calibration of the system. c) Temperature of the glass coverslip as a function of the set
temperature of the control program. The data points are displayed along with the linear fit used
to calibrate the real temperature of the sample. The inset show the temperature profile of the
sample obtained with the FLIR camera in which the temperature at the NCs region (center of
the sample) is 𝑇 = 30°C (303 K). This calibration point is indicated in the graph by a black
arrow. In d) presents in detail the sample holder with little magnets used for fixing the sample,
corresponding to the small dashed square region on b).

Font: The author (2022)

In Figure 20 are presented the experimental setup and the temperature data obtained with
the thermal camera as a function of the temperature set on the control program. As already
mentioned, the thermal camera is held above the experimental setup [see Figures 20a), b) and
d)] and the indirect heating of the sample is achieved through the heating of the immersion oil
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in contact with the glass surface. In order to perform the calibration, the temperature of the
coverslip was acquired every 5 K raised on the the control program for an input temperature
interval of 25 K, ranging from 298 K to 323 K. To assure the thermal equilibrium of the system,
every new measurement is performed after 20 minutes of waiting time. The inset on Figure 20c)
presents the thermal profile of the sample. The color bar at the bottom of the inset indicates
that the temperature over the selected area ranges from 22°C (295 K) to 30°C (303 K) which
is the temperature at the center of the sample (crossed spot on inset). The temperature of
the central spot was used to acquire the data points in the graph. A thermocouple placed at
the surface of the heating blanket is used for monitoring the objective’s temperature by the
control program. A linear fit of the data was performed according to 𝑇𝑆 = 𝑎𝑇𝐶 + 𝑏; with 𝑇𝑆

and 𝑇𝐶 being the temperature of the sample and the temperature read by the control program,
respectively, and 𝑎 and 𝑏 the fitting parameters; which returns the fitted values of 𝑎 = (0.53 ±

0.01) and 𝑏 = (139 ± 3,1) K. This means that for each 1 K temperature change in the control
program, there is a raise of 0.53 K on the glass surface. This new parameter is then used to
calibrate the temperature control program and to perform the subsequent LIR measurements.
Nevertheless, it can also be noticed from the temperature profile [inset 20c)] that the heating
is homogeneous in a reasonable area (∼ 1 cm2), assuring the thermal equilibrium of NCs
located at the center of the hot area. It can be noticed a second "hot spot" in the left part
of the inset on Figures 20a), b) and c) but it is just the radiation generated by the thermal
camera, since its temperature is higher than the room temperature. This radiation is reflected
on the metallic surface of the sample holder and then detected by the thermal camera. It is
a typical problem when measuring the temperature of reflective surfaces, as polished metal
or glass. The detected "hot spot" is displaced relative to the sample center through a slight
inclination of the thermal camera because, as said before, this reflected radiation is read by
the camera as a thermal artifact and may generate temperature misreadings of the sample.

3.4 OPTICAL CHARACTERIZATION OF INDIVIDUAL NCS

After concluding the temperature calibration, the optical characterization of individual
NCs can be performed. The emitted light from the Yb3+/Er3+codoped NCs arises from well
established transition mechanisms, as discussed in the section 2.1.4. Due to nonradiative energy
UC processes, under excitation laser light at 977 nm, the most intense luminescence emitted
from the codoped NCs arises from the electronic transitions of Er3+, presenting emission bands
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around 528 nm, 550 nm and 660 nm, in the green and red spectral regions, respectively. The set
of NIR filters allows for the detection of luminescence below 750 nm. Thus, all the scanning
luminescence images presented in this chapter were constructed from the detection of the
emitted luminescence from the NCs in the visible with wavelengths smaller than 750 nm.

Figure 21 – Scanning luminescence image of a 11 × 11 𝜇m2 region of the sample. The white arrows designate
the selected NCs for which the nanothermometry experiments were made. The pump power density
used here was 6 × 103 W/cm2 at the sample.

Font: Adapted from [11]

As the main goal of the experimental studies contained in this chapter is to investigate the
same NCs in different surrounding media, it is necessary to identify regions with a convenient
spatial distribution of single NCs. A few scanning luminescence images similar to the one shown
on Figure 19 were acquired until a region with an adequate distribution of NCs was found.
As discussed in the subsection 3.2 and is shown on the scanning electron microscopy images
reported on reference [24], the sample preparation protocol used here leads to a suitable spatial
distribution of individual NCs. Thus, as the NCs possess spherical shapes and their diameter
sizes of the NCs vary between 70 nm and 150 nm, the individual NCs are selected according
to a simple principle: as the number of emitting ions is proportional to the NC volume, the
luminescence intensity variation between the smaller and the larger NC sizes should be around
2× in the detected luminescence signal [11]. This principle is useful to avoid the selection of
possible agglomerates of NCs based on their luminescence. A good spatial distribution of NCs
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can be seen on the right panel of Figure 19, where at least 8 NCs can be seen in a 11 ×

11 𝜇m2 area. To identify which particles are individual, it was considered the emission of the
dimmer particle, labeled as particle 1 with around 12 kcounts/s, as the reference luminescence
intensity; and twice of this value, i. e. around 25 kcounts/s, as being the maximum detected
intensity from a single NC. The particles identified as single NCs were labeled as NC1 to NC5
and are shown on Figure 21. As will be presented in the next section, all the experimental
results performed on the five selected particles follow similar trend, which is another indicative
that the selected particles are indeed individual NCs [11].

Once the particles were identified, excitation power dependence studies were carried out
in order to check for saturation effects. This analysis is generally performed to assure that
the thermometric experiments will be performed in a non-saturated regime, i.e., in a situation
where the nonradiative transitions rule over the radiative ones, being one of the requirements
to perform LIR thermometry with high thermal sensitivity (see subsection 2.1.3). However,
in order to do that, one needs to estimate the pump intensity of the excitation beam at the
objective’s focal spot. In the present experiment this is done by relating power density of the
focused excitation beam with the focal spot size and the average power measured right after
the sample’s surface. It is done by measuring the average power of the laser light ∼ 5 mm
above the coverslip surface with a power meter (Thorlabs PM100A equipped with S120VC Si
photodiode, 9.5 mm aperture). Hence, the power density of the focused beam at the sample
is estimated by taking into account the spatial resolution of the optical system according to
the Sparrow criterion, Equation 2.32, which was experimentally obtained by measuring the
𝐹𝑊𝐻𝑀 on 𝑥 and 𝑦 directions for a single light emitter, as shown on Figure 22. Figure 22a)
presents the intensity profile of the selected particles, the same shown previously. The crossed
yellow dashed lines on this figure represent the selected cross sections for which the 𝐹𝑊𝐻𝑀

were obtained through a Gaussian fitting for both 𝑥 and 𝑦 axis. The results are shown in
Figures 22b) and c). The measured 𝐹𝑊𝐻𝑀 is indicated by the double headed arrows and
result in 𝐹𝑊𝐻𝑀𝑥 = 677 nm and 𝐹𝑊𝐻𝑀𝑦 = 704 nm, respectively, for 𝑥 and 𝑦 axis. The
data points are well adjusted with Gaussian curves resulting in a fitting factor of 𝜒2 ≃ 0.99
for both directions. These values result in an average transverse resolution of ≃ 691 nm. One
can consider the theoretical value for a perfect point source (Equation 2.32) and compare it
to the measured optical resolution of the system. The excitation laser light at 977 nm is the
chosen wavelength used in the theoretical estimate, due to the fact that the NCs only emit
light if they are excited by the laser beam, i.e. the size of the NC measured through its emitted
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Figure 22 – a) Scanning luminescence image of a 11 × 11 𝜇m2 region of the sample. The dashed yellow
crossed lines are centered on the position of NC3 and represent the selected data for obtaining the
spatial resolution of the optical setup in the 𝑥 and 𝑦 directions. Gaussian fitting of the intensity
profiles from NC3 for b) 𝑥-axis and b) 𝑦-axis resulting on 𝐹𝑊𝐻𝑀𝑥 = 677 nm and 𝐹𝑊𝐻𝑀𝑦 =
704 nm, respectively, as represented by the double headed arrows.

Font: The author (2022)

luminescence is at least the same of the collimated laser beam at the focal spot. Thus, by
considering the Equation 2.32, with 𝑁.𝐴. = 1.25 and 𝜆 = 977 nm, a theoretical estimate
results in 𝐹𝑊𝐻𝑀 ≃ 400 nm. This theoretical transverse resolution is 57 % smaller than the
experimentally measured value. This difference may be due to the fact that the theoretical
calculations performed with Equation 2.32 consider a perfectly punctual light source, which
is not our case since the laser light is emitted from an optical fiber with diameter of 7 𝜇m.
Besides, the size of the investigated NCs are on the order of the theoretical estimates, which
means that in a sample scan over a given particle, the luminescence from an individual NC
is detected over the whole NC diameter plus the diameter of the focused excitation beam.
In other words, even if the real diameter of the focused beam was given by the theoretical
calculated value, say 400 nm, a 150 nm particle would be detected as having at least 550 nm
in diameter.

The difference between the measured optical resolution and the theoretical estimate may
also be influenced by the use of a finite corrected objective lens. In this optical design, the
light from a source is collected by the objective and focused down to a spot, being projected
onto an eyepiece or optical sensor (camera, APD, photomultiplier, etc.) at a given distance. In
other words, the light collected by a finite conjugate objective is not collimated at the output.
For the specific objective used in this chapter, the optimal distance between the objective
lens and the eyepiece or detector is of 150 mm. As the optical path between the objective
and the detection system is of about 1.2 m, there is a divergence of the luminescence beam
before it is focused by an ordinary lens and projected into the sensitive area of the APD or
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spectrometer. It leads to a non ideal focusing of the luminescence beam on the detectors,
causing a degradation of the measured optical resolution of the optical system. In addition,
the alignment of the system is very critical for such experiments and the theoretical model
does not consider any optical aberration produced by other optical components, such as lenses,
color filters, etc.. Thus, from now on, the experimentally obtained value for 𝐹𝑊𝐻𝑀 will be
defined as the spatial resolution of the optical system, being fundamental for obtaining the
excitation power density used in the experiments, discussed next.

The spatial resolution of the optical setup is correspondent to the diameter of the laser
spot size at the focal plane, which can be used to obtain the power density at the sample
through the equation

𝒫 = 𝑃/𝐴 = 𝑃/[𝜋 × (𝐹𝑊𝐻𝑀/2)2], (3.1)

where 𝑃 is the average power of the excitation beam and 𝐴 is the area of the focal point
assumed here to have a circular symmetry [15]. For instance, the pump power density used to
obtain the scanning luminescence image shown on Figure 19 was 𝒫 = 6×103 W/cm2 at the
sample and was obtained by measuring an average power of 𝑃 ≃ 21 𝜇W above the sample.

This method of determining the pump power density was used to perform the saturation
studies on an individual NC. The emission spectrum of the green transitions of the NC4 was
obtained and can be seen on Figure 23a). It can be noticed the presence of several peaks
around 525 nm, 540 nm, 550 nm and 565 nm. As reported by Galvão et al. on their study
with the same nanoparticles [24], it can be verified that the main peaks at 525 nm and 540
nm are correlated when the temperature of the system arises. The same result was obtained
by analyzing the correlation between the multiple peaks around 550 nm and at 565 nm upon
temperature changes [24]. Thus, the emission bands ranging from 518 nm to 543 nm, labeled
on Figure 23a) as the interval between 𝜆1 and 𝜆2, respectively, were assigned as being related
to the 2H11/2 → 4I15/2 transition of the Er3+ ion; while the emission bands ranging from 543
nm to 570 nm, labeled as 𝜆2 and 𝜆3, respectively, were associated to the 4S3/2 → 4I15/2

transition. The two vertical lines on Figure 23 indicate the center wavelengths for both sets
of transitions and are located at 528 nm and 559 nm [11].

The luminescence intensity 𝐼 of each electronic transition is related to the pumping power
density by
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Figure 23 – Luminescence spectra of the green emissions for a single Yb3+/Er3+:Y2O3 NC at 298 K (blue
line) and 323 K (red line). On a), the vertical dashed lines represents the wavelength intervals
given by 𝜆1 = 518 nm, 𝜆2 = 543 nm and 𝜆3 = 570 nm and the green solid lines represents the
center wavelengths at 528 nm and 559 nm to indicate the set of transitions 2H11/2 → 4I15/2 and
4S3/2 → 4I15/2 , respectively. Both spectra were obtained under an excitation power density of
64.2 W/cm2 . On b), the integrated emission intensity of the transitions 2H11/2 → 4I15/2 (𝜆1
to 𝜆2, circles) and 4S3/2 → 4I15/2 (𝜆2 to 𝜆3, triangles) is shown for various pump powers in a
bilogarithmic scale. The slopes of the fitted curve are given by 𝑛 = 1.8 ± 0.1 indicating that the
transitions are excited via a non-saturated two-photon process.

Font: Adapted from [11]

𝐼 ∝ 𝒫𝑛, (3.2)

where 𝑛 is defined as being the number of photons involved in the UC process. The method
used for measuring the 𝒫 values was detailed in the previous paragraph and 𝐼(𝒫) was ob-
tained by integrating the emission spectrum of the NC4 over the intervals 𝜆1 to 𝜆2 and 𝜆2 to
𝜆3, which corresponds to the two aforementioned green transitions of Er3+. A bilogarithmic
fitting function is then used on 𝐼(𝒫), returning the value of 𝑛. The saturation measurements
correspondent to the 2H11/2 → 4I15/2 and 4S3/2 → 4I15/2 transitions were performed for the
NC4 and can be seen on Figure 23b) for pumping powers ranging from 12.0 W/cm2 to 64.2
W/cm2. The fitted function for both transitions returned a value of 𝑛 = 1.8 ± 0.1, indicating
that the radiative decay from the 2H11/2 and 4S3/2 states arise from two-photon absorption
processes, as expected for energy UC involving these specific transitions of Er3+ . The mea-
sured 𝑛 indicates that saturation effects can be neglected in this excitation power range, i.e.,
the thermal characterization of the system should be not compromised by performing the LIR
measurements within the chosen power density regime [11]. Thus, a power density of 64.2
W/cm2 was chosen to carry on the thermometric measurements, with a total integration time
of 60 s for the data acquisition of each emission spectrum. Despite being less intense due to
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the presence of thermal effects (see Equation 2.3), the 2H11/2 → 4I15/2 transition becomes
more prominent as the temperature of the system rises, allowing LIR measurements to be
made even in the chosen pumping regime, as shown on Figure 23a) for the measured spectra
of a single NC at 298 K and 323 K.

3.5 THERMAL RESPONSE OF INDIVIDUAL NCS IN DIFFERENT MEDIA

As discussed in the previous section, the saturation study performed on the NC4 allows
to work in a non-saturated pumping power regime. Hence, in this regime, it is possible to
characterize the four selected NCs through LIR technique and investigate the thermal response
of the selected nanothermometers in different media. The main purpose here is to perform
the LIR measurements over the same luminescent NCs on three different environments: air,
water and ethylene glycol. The reasons to choose these specific surrounding media will be clear
soon. As one can imagine, the task of working with the single nanothermometers on liquid
environments in a situation where the NCs are not bonded to the surface is not a simple task.
Thus, in order to carry on the experiments it was established a protocol to deposit liquids in
a controlled manner over the coverslip and is described as follows. As mentioned before, the
sample containing the nanothermometers is basically composed by a coverslip in which a set
of NCs are deposited over the glass surface. The experimental apparatus makes it possible
to identify a region with a convenient spatial distribution of five individual NCs embedded in
air, as discussed previously. Then, a droplet of 100 𝜇L of distilled water is carefully deposited
over the sample with a micropippete. Before performing the thermal measurements on water,
it is assured that the NC constellation has the same pattern observed in air which must, for
instance, remain the same regarding the relative emitted intensities of each particle and the
average distance between them. It can be verified on the luminescence scanning images shown
on Figure 24a) and b) in which are presented the same selected NCs presented on Figure 21.
Only when the particles are identified and confirmed to be the same ones than those on air,
the LIR measurements of the selected NCs on water are started. As the temperature raises, the
water droplet evaporates. This effect is even fast for temperatures higher than 305 K [11]. It is
thus necessary to refill the main droplet with additional 30 𝜇L of water and wait for a thermal
stabilization for every measurement at each new temperature value. A big problem arises
when the main water droplet dries, generating a "coffee sludge" effect that may agglomerate
the NCs, making it impossible to distinguish the individual NCs from larger agglomerates.
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Once the LIR measurements are finished in water, the samples temperature is reduced to the
room temperature (between 293 K - 295 K) and the water is left to evaporate naturally. This
method avoids the agglomeration effect caused by fast water evaporation and allows one to
find the same spatial distribution of single NCs in air again, which is confirmed by subsequent
luminescence scanning images as shown on Figure 24a). After the water evaporates, the LIR
measurements are performed in air. Once the measurements are performed in air, a droplet of
100 𝜇L of ethylene glycol is carefully deposited over the sample. After the liquid deposition,
a scanning luminescence image of the NCs is obtained and when the luminescent pattern is
retrieved, the LIR measurements are performed again on each NC in this medium. Due to the
slow evaporation of the ethylene glycol the sample does not need to be refilled [11].

Figure 24 – Emission patterns of the five selected NCs, indicated by the white arrows and their corresponding
numbers, in three media: a) air (but after the evaporation of the water, from the thermometric
LIR measurements with the NCs embedded in this medium), b) water and c) ethylene glycol.
Notice that the NC spatial profile keeps its distribution in each medium, in such a way that the
data collected always refer to the same NCs.

Font: Adapted from [11]

Having discussed how the steps necessary for performing the thermal calibration of the
system, along with the description of the methods that allow the LIR measurements to be
carried on over the same single NCs on different environments, now we can turn our attention
to the obtained LIR results and present the correspondent relevant discussions, as will be
shown on the next section.

As discussed in the subsection 2.1.4, the two Er3+ energy levels 2H11/2 and 4S3/2 are
close enough in energy for the thermal coupling between them be relevant. Therefore, as the
occupation probability distribution for the two thermally coupled states follows the Maxwell-
Boltzmann statistics, the LIR defined on Equation 2.5 can be rewritten as

𝑙𝑛(𝑅) = 𝛽 − 𝛼

𝑇
, (3.3)
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in which 𝛽 = 𝑙𝑛(𝐴) and 𝛼 = Δ𝐸/𝑘𝐵. Here, 𝛼 is given in units of temperature, while 𝛽 is a
dimensionless parameter. With the definition of these two new parameters, the efficiency of
each ratiometric luminescent nanothermometer, given by the relative sensitivity 𝑆𝐿𝐼𝑅

𝑅 , can be
written as (see Equation 2.25)

𝑆𝐿𝐼𝑅
𝑅 = 𝛼

𝑇 2 , (3.4)

where 𝑆𝐿𝐼𝑅
𝑅 has dimension of % K−1 and is useful to compare the thermal sensitivity of each

NC on the different media.
For the three aforementioned environments, the LIR measurements were performed in a

temperature range from 293 K to 323 K. This temperature interval was spanned in 10 steps,
according to the temperature monitoring procedure discussed on the previous paragraphs. For
each temperature value, the emission spectra was acquired for one particle at a time until
the five particles be characterized. The LIR values are then obtained as the ratio between the
numerical integrated intensities of the spectra in the wavelength intervals [𝜆1,𝜆2] and [𝜆2,𝜆3]
[see Figure 23a)], in the form

𝑅 = 𝐼1

𝐼2
=
∫︀ 𝜆2

𝜆1
𝐼(𝜆)𝑑𝜆∫︀ 𝜆3

𝜆2
𝐼(𝜆)𝑑𝜆

, (3.5)

where 𝐼(𝜆) is the numerical emission intensity value as a function of the wavelength 𝜆. Equation
3.5 is then used to acquire the raw data for the LIR values at each temperature. Equation 3.3
is subsequently applied to obtain the 𝛼 and 𝛽 parameters by fitting the LIR data as a function
of temperature .

The LIR results for the five particles in air, water and ethylene glycol can be seen on
Figures 25a), b) and c), respectively. For the sake of simplicity, the results are summarized in
Table 1 along with the average values measured over the set of five NCs. By using the method
discussed on section 2.3.1, the error values for the individual particles were directly extracted
from the data fits and the average errors over the set of NCs were taken as being the standard
deviation of the measured quantities [11].

When considering the central wavelengths of the two investigated transitions, at 528 nm
and 559 nm from the absorption spectrum or diffuse reflectance of the samples one can
measure the spectroscopic energy gap Δ𝐸𝑠𝑝𝑒𝑐 between the two coupled energy levels and
obtain a value of Δ𝐸𝑠𝑝𝑒𝑐 = 1050 cm−1 [24]. It can be noticed that the effective gap energy
Δ𝐸 = 𝛼𝑘𝐵 measured with the particles in air return values larger than Δ𝐸𝑠𝑝𝑒𝑐 for individual
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Figure 25 – LIR thermometry measurements performed in a) air, b) water and c) ethylene glycol as a function
of inverse of the temperature. The solid lines are the linear fits used to determine 𝛼 and 𝛽 from
the data corresponding to the particles 1 (blue circles), 2 (orange stars), 3 (green triangles), 4
(pink diamonds) and 5 (brown squares).

Font: Adapted from [11]

particles and for the average values over the five NCs. It is remarkable the difference between
Δ𝐸𝑠𝑝𝑒𝑐 and the measured energy gap for the individual particles, as can be seen on the
results obtained for the NC1 in air, given by Δ𝐸 = (1550 ± 120) cm−1. Besides, the values
presented here are greater than the measured values reported on reference [24] for the same
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Table 1 – Measured parameters for the five selected particles extracted from linear fittings to experimental
data by using Eq. 3.3. Here Δ𝐸 = 𝑘𝐵𝛼. The 𝑆𝑅 and 𝛿𝑇 values are given at 310 K.

NP Air Water Ethylene Glycol
Δ𝐸 (cm−1) 𝛽 𝑆𝑅 (% 𝐾−1) 𝛿𝑇 Δ𝐸 (cm−1) 𝛽 𝑆𝑅 (% 𝐾−1) 𝛿𝑇 Δ𝐸 (cm−1) 𝛽 𝑆𝑅 (% 𝐾−1) 𝛿𝑇 (𝐾)

1 1550 ±120 5.9 ±0.6 2.3 ±0.2 0.6 1350 ±220 5.3 ±1.1 2.0 ±0.3 1.4 1001 ±97 3.8 ±0.5 1.5 ±0.2 0.8
2 1427 ±95 5.5 ±0.4 2.1 ±0.1 0.6 1420 ±180 5.7 ±0.8 2.1 ±0.3 1.1 1028 ±77 4.0 ±0.4 1.6 ±0.1 0.6
3 1095 ±48 4.0 ±0.2 1.6 ±0.1 0.4 1160 ±220 4.5 ±1.0 1.7 ±0.3 1.7 950 ±160 3.6 ±0.7 1.4 ±0.2 1.4
4 1116 ±52 4.1 ±0.2 1.7 ±0.1 0.4 1000 ±130 3.7 ±0.6 1.5 ±0.2 1.2 846 ±86 3.0 ±0.4 1.3 ±0.1 0.9
5 1300 ±130 5.0 ±0.6 1.9 ±0.2 0.9 1020 ±260 3.8 ±1.2 1.6 ±0.4 2.3 840 ±120 3.1 ±0.5 1.3 ±0.2 1.1

Average 1300 ±150 4.9 ±0.7 2.1 ±0.2 2.5 1190 ±156 4.6 ±0.7 1.9 ±0.2 4.3 934 ±72 3.5 ±0.4 1.5 ±0.1 2.7

Font: Adapted from [11]

kind of particles. This difference can be associated to the different excitation scheme used in
their work, like the two orders of magnitude difference in pumping power and the very different
bandwidths of the excitation lasers used, which influences the number of ion classes excited
within the inhomogeneous broadened absorption line [11]. Meanwhile, other works argue that
the thermometer accuracy and performance may also depend on the way that the thermally
coupled energy levels are populated, which could lead to inaccurate temperature measurements
[24, 23]. In addition, the smaller Δ𝐸 at high pumping power densities are usually related to
the heating induced by the absorption on NIR photons [26]. As an example, Marciniak et al.

reported differences on the measured sensitivity values of Er3+ -doped NCs by an order of
magnitude from low to high pumping regimes with sensitivity values of 𝑆𝐿𝐼𝑅

𝑅 = 2.66 % K−1

to = 0.28 % K−1 , respectively [115]. This argumentation is corroborated by the fact that
nonradiative transitions for low lying energy levels increase as the energy difference between
them decreases, which could lead to a deviation from the Boltzmann’s distribution of thermal
population between the two coupled states [129]. Pickel and collaborators assume that this
deviation from the Maxwell-Boltzmann statistics is the reason for the "apparent" self-heating
effects induced by high excitation power densities (above 104 W/cm2) [26]. Their argument is
that the temperature artifacts are not result of poor heat dissipation from the nanothermometer
to its surroundings, but instead, is induced by the distortion from the thermal population
distribution between the 2H11/2 energy level due to the MP decay processes from high lying
levels. These effects may lead to significant changes in the measured LIR values when dealing
with single nanothermometers. In this work, these thermal effects induced by high pumping
regimes were avoided by working in a constant power density of 64.2 W/cm2 as mentioned
in the previous section, far below the necessary for the manifestation of the "apparent" self-
heating effects [11].

At low power excitation densities, however, the observed effects are the opposite to those
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previously described. In this regime, the nonradiative absorption rates responsible for populating
the high lying energy level due to thermalization are dominant. As mentioned above, Marciniak
et al. achieved relative sensitivities as high as 𝑆𝐿𝐼𝑅

𝑅 = 2.66 % K−1 for a power density regime
of 25 W/cm2 [115] which is quite close to the power density regime used in this work. Despite
the high sensitivity values obtained in this pumping power regime, it leads to a poor signal to
noise ratio and longer integration times when working with single particles which increase the
measurement uncertainties. As presented in the subsection 2.3.1, the errors of the measured
parameters for individual NCs depend directly on the uncertainties from the signal-to-noise
ratio of the detection system. This fact is better seen when discussing the results for the NCs
on water and ethylene glycol.

As can be seen in Table 1, the average of the measured values for Δ𝐸 in water agrees
with the parameters obtained for the particles on air within a standard deviation. These results
are in consonance with other reports found in literature [130, 77, 131, 132]. As a matter of
comparison, relative sensitivity values up to 𝑆𝐿𝐼𝑅

𝑅 = 2.3% K−1 at 310 K were obtained. The
reported values found on literature for the relative sensitivity obtained with Yb3+/Er3+codoped
complexes ranges from 0.3 % K−1 to 2.88 % K−1 at ≈ 300 K [115] which makes the NCs
investigated here as one of the most sensitive nanothermometers with this combination of Ln3+

ions. It can also be noticed larger error values for the NCs embedded in water and ethylene
glycol, due to the the larger measurement uncertainties by working with the chosen exciting
power regime.

The luminescence signal from the NCs drops to approximately half of its value in air when
the liquids are deposited over the sample [compare Figures 19a), b) and c)] which is caused
by the increase in the refractive index of the medium surrounding the NCs. This enhances the
probability of photon emission through the medium with higher refractive index, reducing the
amount of emitted photons that can be collected by the detection system [133]. The measured
average decrease in the detected luminescence intensity from NCs in the liquid media were
approximately 𝐼𝑤𝑎𝑡𝑒𝑟/𝐼𝑎𝑖𝑟 = 0.51 and 𝐼𝑒𝑡ℎ𝑦𝑙𝑒𝑛𝑒 𝑔𝑙𝑦𝑐𝑜𝑙/𝐼𝑎𝑖𝑟 = 0.46. Thus, a high dispersion of the
LIR measurements on each NC can be seen in the presence of liquids [see Figures 25b) and
c)]. However, even with larger errors, the thermal response of the NCs in water reinforces the
assumption that these NCs are suited for performing nanothermometry on aqueous systems
such as biological media which consist in approximately 70 % of water [11]. This argument is
endorsed by other authors [27, 25].

There is a change in aspect when one looks at the measured values of Δ𝐸 and 𝑆𝐿𝐼𝑅
𝑅 for
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Figure 26 – Raman scattering spectra of a) water and b) ethylene glycol. The gray shaded regions represents
the ranges in which the Δ𝐸 were obtained on both environments with the selected NCs. The
presence of C - O stretching modes of ethylene glycol ranging from 805 cm−1 to 1093 cm−1

matches the measured Δ𝐸 in this media.

Font: Figure a) adapted from [135] and b) from [134]

the NCs embedded in ethylene glycol. As can be noticed in Table 1 and on Figure 25c), the
Δ𝐸 measurements for the NCs in this medium are consistently smaller than the obtained for
the measurements carried on in air and water. Here, the reduction in Δ𝐸 is associated with
the influence of strong vibrational modes around 1044 cm−1 related to the C - O stretching
bond of the ethylene glycol molecules [134]. As presented in subection 2.1.5, when the NCs are
embedded in a solvent that presents vibrational modes with energies that are almost resonant
with the energy gap between the two thermally coupled states, it leads to a nonradiative decay
rate Γ𝑄 (see Equation 2.9) due to energy transfer from the NC to the solvent. This nonradiative
quenching effect is responsible for the depopulation of the higher lying state 2H11/2 and changes
the population distribution of the thermally coupled states, inducing small Δ𝐸 values and
consequently, small measured relative sensitivities. This assumption is reinforced by looking at
the vibrational Raman spectra for water and ethylene glycol shown on Figure 26. It can be
noticed the absence of any vibrational modes of water molecules with energies close to the
measured values of Δ𝐸 on this medium, represented by the dashed gray area on Figure 26a).
The same does not apply for the ethylene glycol, Figure 26b), where there is an overlap of the
measured Δ𝐸 values in this medium and strong vibrational modes with energies between 805
cm−1 to 1093 cm−1.

From the results reported on Table 1, it can be noticed that the averages for Δ𝐸 ,
𝑆𝐿𝐼𝑅

𝑅 and 𝛿𝑇 present larger error values than the measured parameters obtained for the in-
dividual NCs. It may lead to a series of consequences when performing measurements with
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ensembles of nanoparticles. For instance, depending on the synthesis procedure, the NCs can
possess high dispersion over several parameters as dopant concentrations, shape, size, surface
defects, etc.[46] As will be shown below, intensity luminescence measurements can relate the
size of an individual NCs to the distinct measured values for Δ𝐸 , which cause a significant dif-
ference on the relative sensitivity values for each NC. A consequence of this can be exemplified
in an simple application scenario: a sample scanning thermal image performed with an ensem-
ble of NCs can present different temperature readings between adjacent nanothermometers
due to the different thermal responses between them. Therefore, the error bars for individ-
ual nanothermometers do not contain variations in the thermal response due to dimensional,
dopant concentration or defect inhomogeneities which is present in the ensemble average [11].

3.5.1 Individual aspects of the nanothermometrs

Having presented the general features about the measured thermal responses of the nan-
othermometers embedded in the three different media, it is time to turn our attention to
the individual aspects of each NC. At first sight, it can be noticed that each NC presents a
distinct thermal response from each other (see Table 1). The differences between the thermal
parameters as Δ𝐸 and 𝛽, for example, are justified as being consequence of the variations in
the NC’s size [10, 61] caused by micro-strain effects [10] or surface quenching sites [136]. In
order to analyze the first possibility, it is possible to make an estimate based on the intrinsic
micro-strain in Y2O3 microparticles [137] and nanoparticles [138]. The maximum experimen-
tally obtained value for the intrinsic bulk strain, 𝜀 = 𝛿𝑉/𝑉 , where 𝑉 is the volume of the Y2O3

crystal, is on the order of 𝜀 ≈ 5 × 10−3 [138, 137]. The tensile strain is related to the stress
𝜎 = force/area by 𝜎 = elastic modulus × 𝜀. By considering that the elastic modulus (Young,
Bulk and Shear) possess a maximum value of ∼ 160 GPa [139], one can obtain an estimate of
𝜎 ≃ 1.0 GPa for the inner stress caused by the micro-strain on NCs. Thus, one can compare
the stress caused by the intrinsic micro-strain with experimental investigations on micropar-
ticles and NCs under high pressure regimes. Despite no specific studies relating the intrinsic
stress and emissions in our system can be found in the literature, there are a few reports on
other yttrium-based systems codoped with Yb3+/Er3+. For instance, recent published studies
performed on YVO4:Yb3+/Er3+ NCs [140] and YF3:Yb3+/Er3+microparticles [141] reported
no significant changes on the LIR of the green emission bands under external stress up to 10.0
GPa. This result is one order of magnitude higher than the micro-strain estimate for the NCs
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studied in this work, which indicates that the micro-strain effects does not play an important
role in our LIR signal and, thus, have no significant contributions to the differences between
the thermal parameters of single NCs.

The second possible explanation for the distinct thermal responses between the individual
nanothermometers is the size-dependent quenching effects. The dependence of LIR on the
size of Ln3+ -doped emitting NCs were already reported in several works [29, 10, 25, 61].
For instance, NCs composed by LiLaP4O12 codoped with Yb3+/Er3+and Cr3+/Nd3+ present
changes in their relative sensitivities from 1.1 % K−1 to 2.1 % K−1 for the first compound
[10] and from 1 % K−1 to 5 % K−1 for the last one [61] by varying the NCs’ size. Both
works investigated the sensitivities of NCs with sizes ranging from 20 nm to 240 nm, with the
higher sensitivities obtained for the smaller particles. The physical mechanisms responsible for
this dependence on size rely on the optical quenching caused by the energy adsorbed by ions
located at the surface of the NC and its fast nonradiative decaying rates. The participation of
the surface ions relative to those located within the NC is inversely proportional to the radius of
the NC [10]. These surface sites have different spectroscopic features when compared to those
“bulk” ions such as the presence of absorption bands and lack of emission for some selected
sites [142, 143]. Therefore, it is assumed that beyond the already known decay processes in
small NCs as nonradiative phonon assisted quenching and cross relaxations processes, the
surface-related nonradiative quenching can occur. Further evidence for the relevance of these
surface-related mechanisms in our nanothermometers is given below.

Specifically looking at the relative sensitivity values in air reported on Table 1, it can
be noticed that the more and less sensitive nanothermometers were the NC1 and NC3 with
𝑆𝐿𝐼𝑅

𝑅(1) = (2.3 ± 0.2) % K−1 and 𝑆𝐿𝐼𝑅
𝑅(3) = (1.6 ± 0.1) % K−1, where the subscript (𝑖) denotes

the NC number. In water, these extreme values are given by 𝑆𝐿𝐼𝑅
𝑅(2) = (2.1 ± 0.3) % K−1

and 𝑆𝐿𝐼𝑅
𝑅(4) = (1.5 ± 0.2) % K−1 being, as said before, equivalent to those obtained in air

within the experimental error. In ethylene glycol, the maximum and minimum sensitivity values
are given by 𝑆𝐿𝐼𝑅

𝑅(1) = (1.6 ± 0.2) % K−1 and 𝑆𝐿𝐼𝑅
𝑅(5) = (1.3 ± 0.1) % K−1. The values of

relative sensitivity are very similar for all nanothermometers in this last medium considering
the measured uncertainties. The small variation of sensitivity values in ethylene glycol among
all studied NCs should be associated with the surface effects associated with the molecular
vibrational modes of this solvent, which were not present in the two other studied media (air
and water) [11].

The thermal resolution 𝛿𝑇 for the individual nanothermometers (see section 2.3) for the
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Figure 27 – Bilogarithmic plots for a) Δ𝐸 , b) 𝛽 and 𝑆𝑅 for particles 1 (blue circles), 2 (orange stars), 3
(green triangles), 4 (pink diamonds) and 5 (brown squares) in air as function of the total NC
luminescence intensity under 6 × 103 W/cm2 of excitation power density at the NC. The red
lines have a slope of ≈ −0.3 for all three parameters. Since 𝐼 ∝ volume ∝ r3 , the slope of −0.3
indicates that these parameters vary according to 1/𝑟, which is proportional to the surface/volume
ratio

Font: Adapted from [11]

five NCs at 310 K are given on Table 1 and determine the minimum change in temperature the
sensor is able to reliably detect. The most precise nanothermometers in air were the NC3 and
NC4, with 𝛿𝑇 ∼ 0.4 K. On water and ethylene glycol, the smaller thermal resolutions were
measured for the NC2 and are given by 𝛿𝑇 = 1.1 K and 𝛿𝑇 = 0.6 K, respectively. As discussed
in the subection 2.3.1, the thermal resolution depends not only on the relative sensitivity values,
but also on the measured uncertainties of 𝛼 and 𝛽 extracted from the fitting of the LIR data
which are higher for the two liquid environments, leading to high 𝛿𝑇 values. The thermal
resolution defined for the ensemble measurements, that considers the standard deviation from
the average value of the averaged parameters, results in worse thermal resolutions, as poor
as 4.3 K. This difference can be explained by the large distribution of measured values for
Δ𝐸 and 𝛽 parameters for the five NCs, which lead to high standard deviations calculated
from the experimental data [11]. The typical values of thermal resolution for ensembles of UC
Ln3+ -based NCs ranges from 𝛿𝑇 ∼ 1.0 K to 0.1 K [44]. It means that the measured 𝛿𝑇 values
obtained for the individual NCs reported here are in agreement with the recent advances on
LIR-based nanothermometry.

It is curious that in the three investigated environments, the most sensitive nanothermome-
ters, i.e. the nanothermometers with higher 𝑆𝐿𝐼𝑅

𝑅 and smaller 𝛿𝑇 were the NCs 1 and 2 which
in turn are the emitters with the less intense detected luminescence. We associate this result to
the manifestation of surface effects as a function of the NC size. The reason for this relies on
the similar trend obtained for the dependence of the measured values Δ𝐸 , 𝛽 and 𝑆𝐿𝐼𝑅

𝑅 with
the detected luminescence intensity 𝐼 in air for each NC, as shown on Figure 27. The relation
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of this dependence of 𝐼 on the NC’s size is explained as follows. Here, it is a fact of great im-
portance that the particles used in this experiment have diameters ranging from 70 nm to 150
nm. As shown on section 3.1, the synthesis route used to incorporate the Ln3+ ions into the
NCs leads to a homogeneous dispersion of the fluorescent sites over the crystal volume. Since
the number of luminescent ions grow with the NC volume, it is expected that 𝐼 ∝ 𝑟3, where
𝑟 is the NC radius. In this sense, the luminescence intensity is a proxy for an in situ NC radius
measurement. By plotting the measured results in a bilogarithmic scale, it can be noticed
that the results present a linear dependence of all measured parameters on the luminescence
intensity with a slope of −0.3. This behavior is associated to surface quenching effects which
depend on the number of the quenching sites relative to the ions inside the volume, named
"bulk" ions. This ratio is given by the surface/volume ratio that, for a spherical particle, is
proportional to 1/𝑟 ∝ 𝐼−1/3. Therefore, the larger surface-to-volume ratio, the higher will be
the measured Δ𝐸 between the thermally coupled levels and consequently the 𝑆𝐿𝐼𝑅

𝑅 values.
The interpretation of the dependence of the 𝛽 parameter can be discussed by looking at

its definition as 𝑙𝑛(𝐴), where 𝐴 was defined on Equation 2.7 and can be written in the form

𝛽 = 𝑙𝑛(𝐴) = 𝑙𝑛

(︃
𝜏 𝑟𝑎𝑑

1 𝜆1

𝜏 𝑟𝑎𝑑
2 𝜆2

)︃
, (3.6)

where 𝜏 𝑟𝑎𝑑
𝑖 and 𝜆𝑖 are the radiative decay lifetimes and the wavelengths of the two thermally

coupled states and 𝑖 = 1, 2 for the high and low lying energy states, respectively. Hence,
the dependence of 𝛽 on 𝐼 can be related to the dependence of the 4S3/2 lifetime with size
in this kind of codoped systems as reported on references [136, 144]. Both works report
on experimental measurements on Yb3+/Er3+codoped NCs and show that the 4S3/2 mean
lifetimes become shorter with the reduction of the NCs diameter. Zhao and collaborators
[136] justify the size dependency of the lifetimes due to the presence of surface quenching
effects with the mean decay rates presenting a linear dependence on the surface/volume
ratio [136]. However, the size dependency of the surface quenching discussed on the last two
paragraphs is still a matter of debate. Further investigation needs to be carried on in order
to better understand this phenomenon. Therefore, these results indicate that the individual
characteristics of these luminescent nanothermometers are particularly important when working
with NCs at an individual level and bring up some effects which are not considered so far when
working with ensemble measurements.

A possible application of the simple relation extracted from the dependencies between
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the thermal parameters and the luminescence intensity presented on Figure 27 is that, in
principle, the thermal calibration of several NCs can be done through the calibration of just
one nanothermometer. This could be done by measuring Δ𝐸 , 𝛽 and 𝑆𝐿𝐼𝑅

𝑅 values for one
NC and then interpolate these values with the information about its luminescence intensity to
other particles with the general dependence of 𝐼−1/3. This result could reduce significantly the
amount of work needed for the characterization of several individual NCs on a sample [11].

In this chapter, the experimental investigations on the influence of the environment on the
thermal response of individual LIR-based nanothermometers were presented and discussed.
The results show that the different Yb3+/Er3+-codoped NCs have distinct thermal responses,
as confirmed through the measurements of their effective energy gap, relative sensitivity and
thermal resolution. These individual features remain even when analyzing the thermal re-
sponses of the same NCs in three different media. However, despite the experiments indicate
that the measured thermal parameters Δ𝐸 , 𝑆𝐿𝐼𝑅

𝑅 in air and water are similar within the
experimental error (up to 𝑆𝐿𝐼𝑅

𝑅 = 2.3 % K−1), the parameters obtained for the NCs in ethy-
lene glycol are smaller than for the other two environments (with maximum 𝑆𝐿𝐼𝑅

𝑅 = 1.6 %

K−1 ). This is explained through the energy transfer from the thermally coupled energy levels
of the Yb3+/Er3+ions to vibrational modes of the ethylene glycol, a typical characteristic of
NC-solvent interaction. Another interesting point about the presented results was the relation
between the emission intensity from the NCs and the measured values for Δ𝐸 , 𝑆𝐿𝐼𝑅

𝑅 and 𝛽

which indicates a dependence of these parameters with the surface/volume ratio of the NCs.
These results reinforces the assumption that the individual characteristics of Ln3+ -doped LIR
nanothermometers, as size and interactions with the surrounding medium, must be taken in
account for the implementation of these NCs in realistic application scenarios.
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4 NANOTHERMOMETRY WITH SINGLE NV− DEFECTS ON NANODIA-

MONDS

The precedent chapter was focused on reporting the results and relevant discussions about
the individual thermal responses of single lanthanide ion doped nanothermometers and conse-
quences of their interaction with the surrounding medium. All measurements reported there
were based on the so-called LIR technique, commonly applied for luminescence nanothermom-
etry. However, as introduced on section 2.2, there is another possibility for performing high-
precision luminescence nanothermometry: the ODMR technique with NV− defects on diamond.
Therefore, the current chapter is dedicated to reporting the experimental study on real-time
ODMR-based nanothermometry with single nitrogen-vacancy defects on nanodiamonds. The
chapter begins by presenting the main characteristics of the studied nanodiamonds along with
the details on sample preparation, followed by the description of the experimental setup used
for detecting single light emitters. In the sequence, the necessary methods for performing real-
time ODMR-based temperature measurements are introduced. Then, the characterization of
individual nanothermometers are presented. The chapter is concluded with the results pre-
senting the temperature monitoring of a sample performed with a single NV− defect on a
nanodiamond. Until the date of submission of this Thesis, this is first time that experiments
on nanothermometry with individual NV− defects are reported.

4.1 NANOPARTICLES AND SAMPLE PREPARATION

The nanoparticles (Microdiamant AG, quantum particles QP25) chosen for performing the
thermal studies reported in this chapter have an average diameter of 25 nm and contain zero,
one or two NV− defects. The nanodiamonds were deposited over an antenna, as depicted on
Figure 28. The antenna was manufactured using photolithography to pattern a photoresist on
a 18 × 18 mm2 glass coverslip by sputtering 5 nm of chromium, 180 nm of gold, followed by
the deposition of a cover layer with 5 nm of chromium [145]. The details on the deposition of
nanodiamonds over the antenna surface are described below.

Similar to the experiments described in the previous chapter, the studies reported here
on nanothermometry were performed with individual NCs. Again, a careful cleaning of the
surface where the diamonds are deposited is of fundamental importance. Unlike the sample
preparation method described previously, in this case the glass coverslip contains a metallic
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structure deposited on and just a small area where the diamonds can be detected [see Figure
28a)]. Thus, the use of piranha solution was adopted as being the method for cleaning the
antennas and is described as follows. This solution is a mixture of concentrated sulfuric acid
(H2SO4) and hydrogen peroxide (H2O2) in a ratio of 7:3. It must be prepared in a glass beaker
because the reaction involving the two liquids is highly exothermic. Care must be taken to
mix the liquids and place the antenna in the solution. The solution used for cleaning the

Figure 28 – a) Schematics of the antenna used in the experiment. The golden region indicates the region
where the chromium and gold layers were deposited; the white trails indicates the location where
the nanodiamonds (red hexagon) can be detected. The dimensions of this scheme are out of
scale. The antenna was made by photolithography to pattern a photoresist on a glass coverslip.
b) Close photograph of the antenna holder. The image shows the deposited metallic pattern and
the contacts soldered to the antenna terminals. Two SMA connectors are welded on the holder
for in and out coupling the microwave signal necessary for performing the ODMR measurements.

Font: The author (2022)

antennas was composed by 140 mL of H2SO4 and 60 mL of H2O2. First of all, the mixture
is done by slowly placing the hydrogen peroxide on a beaker containing sulfuric acid. The
antennas must be placed inside the mixture immediately after preparing the solution to profit
from the reaction. Ten minutes are enough to remove any organic impurities. After this, the
antennas were rinsed with deionized water (Milli - Q™ with resistivity of ∼ 18 MΩ cm) in three
different beakers, during about 3 minutes on each. The subsequent drying of the antennas with
a nitrogen flow concludes the cleaning method and the nanodiamonds can finally be deposited
over the antenna’s surface.

The deposition of the nanodiamonds over the surface is is done via spin-coating method.
The nanodiamonds come in a suspension with unknown concentration. After placing a vial
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containing the nanodiamond suspension in a ultrasonic bath for at least 10 minutes - in order to
avoid the formation of agglomerates - a droplet containing 10 𝜇L is held with a micropippete
and deposited over the antenna. Then, the antenna is placed on the spin coater (Chemat
Technology inc., KW-4A) and rotated in two steps, for 6 s at 2000 RPM and then 15 s
at 3200 RPM. This process finish the sample preparation. All the procedures mentioned in
this section are of fundamental importance for obtaining samples with a good distribution of
nanodiamonds, as shown on section 4.3.

4.2 EXPERIMENTAL SETUP

The experimental setup assembled for the nanothermometry experiments, based on the
detection of individual defects on nanodiamonds, consists of a confocal scanning microscope,
whose details are described in section 2.4.2; associated with a HBT interferometer which
allows to detect the individual emitters. In this setup, the excitation light source is a polarized
CW laser emitting at 532 nm (Shanghai Laser & Optics Century, GL532T3-200). A half-
wave plate and a polarizer control the laser power. The laser beam is then reflected by a
dichroic mirror (Semrock FF562 DI03) and reaches the inverted microscope. The light is tightly
focused in a diffraction limited spot on the sample’s surface by a high numerical aperture lens
(Olympus, UPlanSapo 100×/1.4) which is also used to collect the emitted luminescence from
the NV− defects. Once a nanodiamond is detected, its emitted luminescence (between 600
nm to 800 nm wavelength) is collected through the objective and sent to the detection path
after being filtered by the dichroic mirror and a longpass filter (Semrock, FF01-593/LP), used
here to ensure the elimination of any laser light. A spatial filter, characteristic of the confocal
scheme, is placed in the detection path. It is composed by two lenses and pinhole with 25 𝜇m
diameter responsible for blocking the light coming from perifocal regions of the sample. This
filter is the key piece for obtaining the high resolution images of the nanodiamonds with low
background, as discussed on subsection 2.4.2. The luminescence light can be directed to a
high sensitivity CCD camera for alignment and calibration purposes [145].

In order to determine which emitters are individual, the detection system can be configured
as a HBT interferometer that allows one to record the second order correlation function
𝑔(2)(𝜏) of the detected luminescence by means of a Time-Correlated Single Photon Counter
(TCSPC) module (PicoQuant, TimeHarp200). This device is responsible for measuring the
temporal difference between one arrival photon in one APD and another photon detected by a



103

Figure 29 – Representation of the experimental setup depicting the inverted sample-scanning confocal optical
microscope used in this chapter. P: polarizer; 𝜆/2: half-wave plate; FBS: flip 50:50 beam splitter;
APD: avalanche photodiode; N.A.: high numerical aperture lens; MW: microwave. TCSPC: time-
correlating single-photon counter; The selected excitation source is a polarized CW laser with 532
nm wavelength. The emitted luminescence at wavelengths between 600 nm to 800 nm is collected
by the same objective lens and separate form the excitation light by a longpass filter with cutoff
wavelength of 59. After the light is spatially filtered by a pinhole, the luminescence is sent to the
detection apparatus.

Font: The author (2022)

second APD. The HBT interferometer can be chosen by lifting the flip mounted 50:50 beam
splitter. With the flip beam splitter down, the light is directed to a single APD, allowing the
construction of scanning luminescence images, in the same way described on section 3.3. In
this configuration, the Transistor-Transistor-Logic (TTL) electrical signal from the output of
APD is sent to an Arduino board that has a microcontroller, programmed to perform different
tasks that makes it possible to use the system for nanothermometry purposes. This system
was already used for nanomagnetometry experiments and is described in detail on references
[83, 87]. In summary, the microcontroller implements an Arduino Duo board as the control
device and its operation is based on the recognition of the TTL pulses coming from the
APDs whereby an analog circuit was designed to adequate the pulse width and intensity to
the TTL standard. This microcontroller is associated to another Arduino-controlled device
that incorporates a bipolar home-made current source (H-Bridge), a device that feeds a wire
loop allowing the generation of magnetic field square pulses in alternating senses, which is
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Figure 30 – a) Photograph of the experimental apparatus showing the system used for monitoring the ESR
frequencies of NV− defects. Four coils are responsible for generating bias magnetic fields in 𝑥 and
𝑦 directions with amplitudes up to 15 mT. The 𝑥𝑦-piezo stage necessary for the spatial control
of the sample is shown along with the SMA connectors that drive the MW signal through the
antenna. b) Zoom of the dashed square in the central area from a) depicting the wire loop used
to drive the square wave current 𝐼(𝐴), responsible for generating the ESA modulation field and
the MW antenna containing the nanodiamonds.

Font: The author (2022)

used for ESR modulation, as will be discussed on section 4.4. A photograph of the sample
holder showing the wire loop and antenna can be seen on Figure 30. The main task of the
microcontroller is to acquire data, synchronize the APD pulses and MW generator signal,
control the modulation field and allocate the data (APD counts) in different variables of
the control program for further analysis [83]. The data recording is performed through an
arduino-LabVIEW interface which allows one to perform the posterior analysis.

For controlling the temperature of the sample, the same computer-controlled heating device
and calibration method presented on the section 3.3 were used. The calibration method was
performed on a clean glass coverslip over the objective lens. The emissivity of glass was again
used as entry parameter for the FLIR camera (𝜖𝑔𝑙𝑎𝑠𝑠 = 0.95) and returned similar results
to those presented in the previous chapter, with the temperature of the sample given by
𝑇𝑆 = 𝑎𝑇𝐶 + 𝑏; where 𝑇𝑆 and 𝑇𝐶 are the temperatures of the sample and control, respectively,
𝑎 and 𝑏 are the fitting parameters. For the antenna, the calibration returned the fitted values
of 𝑎 = 0.54 ± 0.008 and 𝑏 = (137 ± 4.0) K as shown on Figure 31. The calibration with
the sample containing the deposited antenna over the coverslip was not possible to be carried
out since the high reflectivity and low emissivity of the chromium surface (𝜖𝑐ℎ𝑟𝑜𝑚𝑖𝑢𝑚 = 0.08
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at 312 K) made it impossible to acquire precise temperature measurements with the FLIR
camera. Thus, it is assumed here that the temperature distribution of the sample containing
the antenna is equivalent to a glass coverslip with thickness of 130 - 170 𝜇m, orders of
magnitude larger than the metallic layers of the antenna (≃ 100 nm).

Figure 31 – Temperature of the antenna containing the nanodiamonds as a function of the set temperature
of the control program. The data points are displayed along with the linear fit used to calibrate
the real temperature of the sample.

Font: The author (2022)

4.3 DETECTION OF INDIVIDUAL EMITTERS AND THERMAL RESPONSE OF NV−

DEFECTS

Once concluded the thermal calibration of the system, it is necessary to detect and char-
acterize the individual NV− defects and determine which of them are suitable for being imple-
mented as nanothermometers. The location of the nanodiamonds can be determined through
a confocal scanning luminescence image, as shown on Figure 32a), where several emitting
nanodiamonds can be identified in a 8 × 8 𝜇m2 region of the sample, constructed pixel by
pixel and resulting in a 80 × 80 pixels image. The emission intensity of the detected fluo-
rophores reaches values of 47.8 kcounts/s, under a pump power density of 3.3 × 104 W/cm2,
estimated with use of equation 3.1 for an measured average power of 𝑃 = 21 𝜇W after the
sample. This pump power density was defined in the same manner reported on section 3.4, for
a 𝐹𝑊𝐻𝑀𝐶 = 287 nm. The 𝐹𝑊𝐻𝑀𝐶 value was measured by Sanchez [145] for the same
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confocal microscope used in this Thesis and was defined as being the optical resolution of the
system according to the Sparrow criterion for confocal microscopy (see Equation 2.35).

Among all detected nanodiamonds presented on Figure 32a), only three of them were
identified as possessing an individual NV− defect. The single emitters were labeled as NV1,
NV2 and NV3, as indicated by the white arrows on Figure 32a). The implementation of a HBT
interferometer [146] allows one to confirm the single photon character of these fluorophores
through the measurement of 𝑔(2)(𝜏) , as shown on Figures 32a), b) and c) for NV1, NV2 and
NV3, respectively. In general words, 𝑔(2)(𝜏) is a normalized function that measures the number
of coincidences between the detection of two single-photons by different APDs as a function
of the delay time 𝜏 between the single-photon counts. The second order correlation function
for 𝑛 quantum emitters at 𝜏 = 0 is given by [146]

𝑔(2)(0) = 1 − 1
𝑛

, (4.1)

which means that a single emitter (𝑛 = 1) must present an antibunching behavior at 𝜏 = 0,
resulting in values of 𝑔(2)(0) ≤ 0.5. Thus, in this chapter, it is assumed that all the emitters
that present 𝑔(2)(0) < 0.5 are identified as single emitters. As can be seen from the Figures
32b), c) and d), the measured 𝑔(2)(0) < 0.5 indicates that the three selected nanodiamonds
satisfy this criterion, a necessary feature to assign these emitters as single-photon sources
[147]. Besides, the selected nanodiamonds presented high photostability even under several
hours of optical pumping which is critical for the thermal sensing experiments, shown next.

Designated the single emitters, the detected luminescence of from NV− defect is sent to
a single APD in order to perform the ODMR measurements, according to the following steps:
first, the TTL electrical signal generated for each photon detection is counted by the Arduino
microcontroller with a temporal resolution of 12 ns. Then, a MW generator (Aim & Thurlby
Thandar Instruments TGR6000) feeds the photolithographed antenna. The ODMR spectra are
obtained by recording the luminescence intensity as a function of the MW frequency 𝜈𝑀𝑊 . As
discussed on subsection 2.2, the detected luminescence intensity decreases when 𝜈𝑀𝑊 matches
the ESR frequency for the NV− spin transitions 𝑚𝑠 = 0 → 𝑚𝑠 = ±1.

The ODMR measurements for the three selected NV− defects are plotted on Figure 33
where the blue circles and red squares represent, respectively, the acquired data in the absence
and in the presence of a 10 mT external magnetic field in 𝑥 direction, as seen in the laboratory
reference frame. The magnetic field is generated by a pair of coils previously calibrated, capable
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Figure 32 – a) Typical scanning luminescence image of a 8 × 8 𝜇m2 region of the sample. The white arrows
designate the selected nanodiamonds containing a single NV− defect with which the nanother-
mometry experiments were made. The pump power density used here was 3.3 × 104 W/cm2 at
the sample. The antibunching dip below the dashed black line indicates 𝑔(2)(0) < 0.5, which is
enough to ensure the single photon character of the emitted light for the b) NV1, c) NV2 and d)
NV3.

Font: The author (2022)

of generating 18.7 mT/A of applied electric current [see Figure 28a) and reference [83]]. From
Figure 33, it can be noticed that the ODMR contrast varies between 25 % [Figure 33a)] for
the NV1 and 10 % for the NV3 [Figure 33c)]. Besides, in the absence of any external field, it
is possible to measure the piezoelectric coupling constant 2ℰ due to the natural ESR splitting
for the three defects resulting in values of 14.4 MHz, 8.7 MHz and 20.0 MHz for NV1, NV2
and NV3, respectively. These values were obtained by fitting the ODMR dips with Lorentzian
curves, not exhibited on Figure 33 for the sake of simplicity. As mentioned in subsection 2.2.4,
this splitting at zero field is due to the presence of surface strain present in nanodiamond
which in turn is associated with the piezoelectric properties of the diamond matrix. When
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Figure 33 – Normalized ODMR spectra for the individual NV− defects a), d) NV1; b), e) NV2; c), f) NV3
in the absence (blue circles) and in the presence (red squares) of an external magnetic field with
magnitude of 10 mT in the 𝑥 direction. The contrasts are in a range from 25% (NV1) to 10 %
(NV2). The spectrum in the absence of any external field allows to determine the piezoelectric
coupling constant 2ℰ = 14.4 MHz, 8.7 MHz and 20.0 MHz for NV1, NV2 and NV3, respectively.

Font: The author (2022)

an external magnetic field interacts with the system, as shown on Figures 33d) to 33f), it is
possible to notice the manifestation of the Zeeman effect accounting for further splitting of
the ESR frequencies. As will be discussed below, the presence of an external magnetic field is
of fundamental importance when monitoring the ESR frequencies of a NV− defect.

Once performed the ODMR measurements on the selected NV− centers, the temperature
dependence of the ESR frequencies can be measured for each emitter. In order to do that,
the frequency of the 𝜈− resonance is monitored as a function of temperature in the presence
of a constant external magnetic field, as discussed on subsection 2.2.4. The 𝜈− resonance
frequencies were recorded for temperature values ranging from 294.7 K to 313.2 K in 2.5 K
steps. In order to assure the thermal equilibrium of the sample, the ODMR measurements were
performed only after 20 minutes for each new temperature value. The ODMR spectra measured
for the NV1 at minimum (blue) and maximum (red) temperatures are plotted on Figure 34a)
where the data points, represented by open circles, were adjusted with Lorentzian curves,
plotted as solid lines. In this figure, the extreme 𝜈− frequencies for the NV1 were 2850.3 MHz
and 2848.5 MHz at 294.7 K and 313.2 K, respectively, which exemplifies the thermally induced
frequency shift of the ESR resonances. The measurements on the temperature dependence for
each NV− defect are presented on Figure 34b) and the main results are summarized on Table 2.
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Figure 34 – a) ODMR spectra obtained at 294.7 K (blue) and 313.2 K (red) for the NV1. The circles represents
the measured data and the solid lines the Lorentzian fitting curves. The measured 𝜈− frequencies
were 2850.3 MHz and 2848.5 MHz at 294.7 K and 313.2 K, respectively, resulting in 𝑆𝑂𝐷𝑀𝑅 =
𝜕𝜈−/𝜕𝑇 = -(100 ± 10) kHz K−1 for the NV1. b) Frequency shift as a function of temperature
for the selected nanoparticles. The blue squares, orange dots and green diamonds correspond to
the NV1, NV2 and NV3, respectively. The linear fits from the measured data return 𝜕𝜈−/𝜕𝑇 for
NV2 and NV3 given by −(88 ± 8) kHz K−1 and −(110 ± 14) kHz K−1.

Font: The author (2022)

The 𝜈 frequencies for the NV1 (blue squares), NV2 (orange dots) and NV3 (green diamonds)
present a linear dependence on temperature, returning 𝑆𝑂𝐷𝑀𝑅 (Equation 2.23) values of
−(100 ± 10) kHz K−1, −(88 ± 8) kHz K−1 and −(110 ± 14) kHz K−1 for NV1, NV2 and
NV3, respectively. The experimental errors were extracted from the uncertainties of the fitted
parameters. Although the results of 𝑆𝑂𝐷𝑀𝑅 obtained for the selected emitters are quite similar,
taking into account the experimental uncertainties, there are noticeable differences between
them. As argued by Doherty et al. [109] this difference may be due to different structural
defects, impurities, surface morphology and inner strain of each nanodiamond which can lead
to distinct contributions of the thermal expansion to the frequency shift of 𝜈− with 𝑇 (see
Equation 2.16). This argument is reinforced by the obtained results for 2ℰ (see Table 2),
related to the nanodiamond inner strain. It can be noticed a direct correspondence between the
measured 2ℰ values and 𝑆𝑂𝐷𝑀𝑅 indicating that the different inner strains may contribute to the
dependence of 𝜈− with temperature. The obtained 𝑆𝑂𝐷𝑀𝑅 values are in accordance to those
reported in other studies performed on nanodiamonds [117, 120, 85, 113] with corresponding
values ranging from -50 KHz K−1 to -100 KHz K−1.

On table 2 are also presented the obtained values for 𝑆𝑂𝐷𝑀𝑅
𝑅 with use of Equation 2.26.

For the NV1, NV2 and NV3 values of (3.6 ± 0.3) × 10−3 % K−1, (3.1 ± 0.3) × 10−3 % K−1

and (4.0 ± 0.4) × 10−3 % K−1, respectively. The experimental uncertainties were calculated
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Table 2 – Measured parameters for the three selected NV− defects extracted from linear fittings to experi-
mental data by using Equations 2.29, 2.30 and 2.23.

NV− 𝒟𝑔𝑠 (MHz) 2ℰ (MHz) 𝑆 (kHz K−1) 𝑆𝑅 (10−3 % K−1) 𝛿𝑇 (K)
1 2871.6 ± 0.4 14.4 ± 0.4 -100 ± 10 3.6 ± 0.3 0.7
2 2865.5 ± 0.1 8.7 ± 0.1 -88 ± 8 3.1 ± 0.3 1.0
3 2865.7 ± 0.1 20.0 ± 0.1 -110 ± 14 4.0 ± 0.4 2.8

Font: The author (2022)

through standard error propagation. The measured values for the relative sensitivity of the
selected single defects are higher than those obtained for ensemble measurements. For in-
stance, Acosta et al. reported relative sensitivities of ≃ 2.6 × 10−3 % K−1 for an ensemble
of nanodiamonds embedded in a bulk sample and recently, Fujiwara and collaborators [113]
reported relative sensitivities of ≃ 2.3 × 10−3 % K−1 for nanodiamonds containing around 200
NV− defects. The 𝑆𝑂𝐷𝑀𝑅

𝑅 results for the three selected particles are at least 25 % higher than
those reported for ensembles. The differences on 𝑆𝑂𝐷𝑀𝑅

𝑅 between the nanodiamonds follow
the behavior presented by the measured 𝑆𝑂𝐷𝑀𝑅 values, whose reasons were discussed above.

The thermal resolution was also measured for each single emitter through the use of
Equation 2.30. In order to do this, it is necessary to take into account the parameters Δ𝑓 and
𝐶 obtained from the ODMR measurements at 𝑇 = 294.7 K (see Figure 33); the photon count
rate 𝐼0 and the integration time 𝑡 used for the ODMR data acquisition. Thus, by indicating
the respective defect by the subscript in parenthesis, the measured parameters were Δ𝑓(1) =

7.5 MHz, Δ𝑓(2) = 6.5 MHz and Δ𝑓(3) = 11.5 MHz; 𝐶(1) = 0.2, 𝐶(2) = 0.15 and 𝐶(3) = 0.1
and 𝐼0(1) = 60 kcounts/s, 𝐼0(2) = 40 kcounts/s and 𝐼0(3) = 35 kcounts/s, obtained under 𝒫 =

6 × 104 W/cm2 with integration time of 1 s. The measured thermal sensitivities were 0.7 K,
1.0 K and 2.8 K for NV1, NV2 and NV3, respectively. As 𝛿𝑇 depends not only on the thermal
sensitivity but also on the ODMR contrast 𝐶 and on the photon count rate 𝐼0, the best
thermal resolution was obtained for the NV1. It is clearly noticed when considering 𝛿𝑇 for the
NV3 that, despite presenting a higher 𝑆𝑂𝐷𝑀𝑅 value, the low measured 𝐶 and 𝐼0 along with a
high Δ𝑓 value result in a worse thermal sensitivity if compared to the other two NV− centers.
As mentioned on subsection 2.3.1, the thermal resolutions reported on literature for this kind
of luminescent nanothermometers used for direct temperature measurements usually ranges
from ∼ 0.2 K [113] to ∼ 2.3 K [117] and in exceptional cases can present 𝛿𝑇 on the order
of mK [85, 120]. However, to the best of our knowledge, all the mentioned references carry
out the thermometry measurements by implementing bulk samples or nanodiamonds doped
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with hundreds of NV− defects as sensing devices. The use of several emitters by definition
(Equation 2.30) improves the thermal resolution of the system by a factor of 1/

√
𝑁 , where

𝑁 is the number of emitters [76]. Thus, by considering as a reference the thermal resolution
of the NV1, for a nanothermometer with about 200 emitters, the measured 𝛿𝑇 value would
be on the order of 50 mK. Therefore, the main feature of this study is indeed the use of a
single defect whose thermal characterization resulted in thermal resolutions comparable and
even better than other systems using ensembles of NV− defects on nanodiamond.

The results discussed above show that the nanothermometers present distinct thermal re-
sponses, measured through 𝑆𝑂𝐷𝑀𝑅 and 𝑆𝑂𝐷𝑀𝑅

𝑅 and are caused by inner strains and/or struc-
tural defects on each nanodiamond. Besides, the discrepant results obtained for 𝛿𝑇 indicates
that a balance between 𝑆𝑂𝐷𝑀𝑅 and other parameters, such as 𝐶, Δ𝑓 and 𝐼0 must be taken
in account to perform precise temperature measurements with individual NV− defects just as
in the case with the codoped Yb3+/Er3+NCs reported in the previous chapter. Therefore, in
order to perform the temperature monitoring measurements with an individual defect, it is
advantageous to assign the nanodiamond that presented the best thermal resolution as the
selected nanothermometer which, in this case, is given by the NV1. The obtained results on
real-time nanothermometry carried out by using the NV1 as a nanoprobe are reported on the
next section. The experimental method used for tracking the ESR frequencies will be shown
along with the evaluation of the system thermal sensing capabilities.

4.4 TEMPERATURE MONITORING WITH A SINGLE NV− DEFECT

Measurements of the sample’s temperature are performed with previous characterization
of a NV− defect 𝑆𝑂𝐷𝑀𝑅 , as described in the previous section. Thereby, by defining the NV1
as the selected nanothermometer, one gets the system ready for performing the temperature
measurements. As shown on section 4.2, an Arduino Duo-based device is used to control the
polarity of a H-Bridge implemented here to generate a square wave current that feeds a wire
loop antenna. It results in the generation of an AC magnetic field whose interaction with the
NV− defect causes a modulation on the ESR frequency which can be used to generate an
error signal from the detected NV− luminescence. It is done as follows: once the the MW
frequency is resonant to a ESR frequency, the symmetric modulation of the AC magnetic field
by ±𝛿𝐵𝑚𝑜𝑑 makes the luminescence counts to present the same value regardless of modulation
magnetic field orientation, as depicted on Figure 35. Hence, a differential measurement of
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the detected luminescence results in zero counts when the MW frequency is resonant with
the electronic spin transition. A shift from the ESR frequency caused by temperature changes
implies in an imbalance in the luminescence differential counts. This generates a non-zero error
signal that can be used to correct the MW frequency until the ESR frequency be achieved,
once the balance in counts is reached [83].

Figure 35 – Representation of the ESR frequency tracking strategy used for nanothermometry measurements.
The ODMR signal (solid red line) returns the resonance frequency 𝜈 which is shifted by 𝛿𝜈 due
to an increase in the temperature of the system. A square wave current induces an alternating
magnetic field that modulates the ESR frequency (red dashed lines). The error signal Δ𝑆 is then
obtained trough the difference between the photon counts during positive 𝐶(i+) and negative
𝐶(i−) values for the current responsible for generating the modulated magnetic field. A frequency
shift induced by temperature variation results in a measured Δ𝑆 ̸= 0. Once 𝜈0 = 𝜈𝑀𝑊 , Δ𝑆 = 0.
Then, by processing the error signal, it is possible to track the ESR frequency and determine the
frequency shift induced by temperature variations of the system.

Font: Adapted from [83]

In practice, the lock-in procedure used here assumes that the splitting between the 𝑚𝑠 = ±

1 spin sublevels is large enough in such a way that only the ODMR spectrum of a single
Zeeman sublevel is considered. By considering the ESR resonance frequency as 𝜈0 (either 𝜈+

or 𝜈−), the quantity 𝑆(𝜈𝑀𝑊 − 𝜈0) can be defined as the luminescence signal when the chosen
ESR frequency is monitored in real-time. Due to the Zeeman effect, the external magnetic
field modulates the ESR frequency by ±Δ𝜈0 through a square wave, allowing one to measure
𝑆(𝜈𝑀𝑊 −𝜈0+Δ𝜈0) and 𝑆(𝜈𝑀𝑊 −𝜈0−Δ𝜈0) through the detection of luminescence synchronized
with the current modulation, obtaining a first-order difference on the signals defined as
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Δ𝑆(𝜈𝑀𝑊 − 𝜈0) = 2𝑑𝑆(𝜈𝑀𝑊 − 𝜈0)
𝑑𝜈𝑀𝑊

𝑑𝜈0

𝑑𝐵𝑚𝑜𝑑

𝛿𝐵𝑚𝑜𝑑, (4.2)

where Δ𝜈0 = 𝑑𝜈0/𝑑𝐵𝑚𝑜𝑑 is the resonance frequency shift induced by the modulation field. It
can be noticed that 𝑑𝜈0

𝑑𝐵𝑚𝑜𝑑
= ±𝑔𝜇𝐵/ℎ when the Zeeman splitting of the 𝑚𝑠 = ± 1 sublevels

is much larger than the natural split 2ℰ . This condition is satisfied with the application of an
bias field that, as mentioned before, is generated by a pair of coils and is strictly necessary for
the temperature measurements. Furthermore, 𝑑𝑆(𝜈𝑀𝑊 −𝜈0)

𝑑𝜈𝑀𝑊
can be determined from the ODMR

curve and the modulation amplitude 𝛿𝐵𝑚𝑜𝑑 can be calibrated by measuring the peak to peak
variation as a function of 𝜈𝑀𝑊 . Thus, all terms on Equation 4.2 can be determined [83].

Experimentally, the Δ𝑆 value is measured by the microcontroller by counting the number
of detected photons synchronously to the applied square wave modulated current. Then, if
𝜈𝑀𝑊 = 𝜈0, then 𝑑𝑆(𝜈𝑀𝑊 −𝜈0)

𝑑𝜈𝑀𝑊
= 0 which represents a minimum on the ODMR curve resulting

in Δ𝑆 = 0. A variation on the temperature of the system causes a slight shift of 𝜈𝑀𝑊 relative
to the value of 𝜈0 leading to Δ𝑆 ̸= 0. Therefore, for a calibrated nanothermometer, i.e., by
knowing 𝜕𝜈0/𝜕𝑇 , a small ESR frequency shift 𝛿𝜈− caused by a change in temperature can be
compensated by a shift on the MW frequency by 𝛿𝜈𝑀𝑊 = −𝛿𝜈0 in order to obtain Δ𝑆 ≈ 0. It
allows the tracking of 𝜈0 and consequently, enables the measurement of the local temperature
through the knowledge of 𝜕𝜈0/𝜕𝑇 .

In the limit case of small Δ𝜈, Equation 4.2 can be written as [83]

Δ𝑆(𝜈𝑀𝑊 − 𝜈0) = 𝑑𝑆(𝜈𝑀𝑊 − 𝜈0)
𝑑𝜈𝑀𝑊

⃒⃒⃒⃒
𝜈𝑀𝑊 =𝜈0

2Δ𝜈0, (4.3)

and the slope of Δ𝑆(𝜈𝑀𝑊 − 𝜈0) close to 𝜈𝑀𝑊 ≈ 𝜈0 as a function of 𝜈𝑀𝑊 can be used to
calibrate the system response to the modulation magnetic field. Thus, before performing the
ESR tracking, the Arduino-based microcontroller is used to acquire the slope of the error signal
for frequencies close to 𝜈0. As mentioned before, the nanodiamond containing the NV1 defect
was selected as a nanothermometer. Therefore, it is necessary to measure Δ𝑆 for this emitter
to calibrate the tracking system. In order to do that, the microcontroller records number of
photon counts during 100 ms synchronized with the square wave modulation of 𝐵𝑚𝑜𝑑 at a
frequency of 10 kHz. Figure 36a) shows the pulse sequence implemented to modulate the
ESR frequency 𝜈− which spin manipulation protocol is described in the following. First, by
keeping the excitation light at 532 nm ON, the NV− defect is initialized in the 𝑚𝑠 = 0 spin
sublevel via optical pumping. Then, the modulation field 𝐵𝑚𝑜𝑑 is activated at 50 % duty cycle
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Figure 36 – a) Pulse sequence implemented to modulate the ESR frequency of the NV1 through a modulation
field 𝐵𝑚𝑜𝑑. b) Measured Δ𝑆(𝜈𝑀𝑊 −𝜈−) (blue circles) for 𝐵𝑚𝑜𝑑 switching at 10 kHz for frequencies
in the vicinity of the ESR. The dashed green line indicates a slope of 24.6 counts/MHz and is
used for the calibration of the ESR tracking system. The data is adjusted with the derivative of a
Lorentzian lineshape (solid red line).

Font: a) adapted from [83] and b) the author (2022)

in order to symmetrically modulate the spin transition line. Meanwhile, the APD is counting
the NV− luminescence photons all the time while a routine programmed in Arduino software
sets an intensity reference [REF signal on Figure 36a)] by recording the photon counts during
the first ms when the MW is OFF and a signal by recording the counts during the last ms
when the MW is set ON [REF signal on Figure 36b)] [83]. This sequence is repeated for every
MW value in steps of 225 kHz. The obtained data for Δ𝑆 are proportional to the ODMR
signal for NV1 shown on Figure 34a) (at 294.7 K) and is shown on Figure 36b). It can be
noticed that the error signal is centered on the 𝜈− resonance, as it should be. The dashed
green line on Figure 36 indicates the linear fitting used for obtaining the slope of Δ𝑆 close
to the ESR frequency, resulting in 24.6 counts/MHz. This value is then used to calibrate the
system response to 𝐵𝑚𝑜𝑑. To carry out the experiments, the generated MW signal with a
power output of −20 dBm or 10 𝜇W is amplified by 45 dB (Mini-circuits ZHL-16W-43-S+).
The MW signal amplification results in a MW power of 𝑃𝑀𝑊 ≃ 320 𝜇W passing through
the antenna. An alternating current of 400 mA was used to modulate the magnetic field. As
shown on reference [83], the data obtained by tracking the ESR frequency presents a typical
noise floor of ± 2 MHz whose minimum fluctuation is obtained for sampling times above 100
ms. From equation 2.30 it can be noticed the inversely proportional relation between 𝛿𝑇 and
the integration time 𝑡. Thus, as the temperature changes in this experimental setup are slower
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than ∼ 1 min due to the indirect heating of the sample, a sampling time of 1 s was defined
as a suitable value for performing the nanothermometry measurements.

The first temperature measurement was performed to investigate the responsiveness of the
tracking system under temperature changes. For doing this, the ESR frequency of the NV1
was monitored while the temperature of the system is continuously increased from the room
temperature (∼ 295 K) to the system maximum temperature (∼ 313 K). The result of the
ESR tracking performed over 80 minutes can be seen on Figure 37. The acquired data are
represented by the gray line. It is possible to notice that even with an integration time of 1 s,
there is a typical noise floor of around 2 MHz. As the temperature induced frequency shifts
are on the same magnitude of the detected noise, it is necessary to post-process the acquired
data to determine the average temperature of the sample. Hence, to obtain a more precise
temperature measurement with the nanothermometer, a 150 point adjacent-average filter was
used on the obtained data. This filtering method was already used in other experiments, as
reported in reference [113]. The post-processed result is represented as the red solid line on
Figure 37. From the figure, it can be noticed that the ESR frequency of the 𝜈− resonance at the
starting point was 2854.5 MHz and decreased to 2852.8 MHz at final temperature. This shift
in frequency corresponds to a measured temperature shift of Δ𝑇 ≃ 17 K that, considering the
fluctuation of the filtered signal of about ± 250 kHz, the experimental error is of ∼ 2.5 K. The
obtained result for Δ𝑇 agrees with the temperature interval determined on the control program
(≃ 18 K). A linear fit of the averaged data returned a slope of 300 kHz/min which results in a
temperature increasing rate of ∼ 0.3 K/min. This temporal response of the nanothermometer
is way below the maximum capacity of the tracking system, which is capable of detecting
frequency changes at rates of 0.8 MHz/s [83] corresponding to temperature change rates of 8
K/s. Hence, the temporal resolution of the temperature tracking is mainly determined by the
slow rate of sample heating. Due to the spatial displacement of the sample and fluctuations
of the objective oil under heating, the main difficulty of this experiment was to keep the high
photon count rate during all the acquisition time. Despite the ESR frequency measured by the
tracking program depends on the relative counts recorded synchronously with the modulation
field, the low count level may be a reason for the presence of some acute fluctuations shown on
the data points. However, it is important to point out that the responsiveness of the system
is quite satisfactory and the ± 2.5 K error on the temperature data may be due to some
experimental limitations, such as the manual control of the nanodiamond position which may
lead to low photon-count rates at some moments. The continuous temperature monitoring on
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Figure 37 – ESR frequency tracking of 𝜈− for the NV1 under continuous temperature increase up to 313.4
K as a function of time. The data is represented by the gray line. An adjacent-average filter
using 150 points was used to process the data. The right-hand 𝑦 axis is plotted considering the
𝑆𝑂𝐷𝑀𝑅 = −100 kHz/K for the NV1 defect. The average resonance frequency diminishes from
2854.5 MHz to 2852.8 MHz corresponding to temperature increase of (17 ± 2.5) K.

Font: The author (2022)

the cooling cycle was impossible to obtain since the fast cooling of the sample imply in fast
deviations from the optimized position of the nanoparticle, leading to a complete loss of the
detected luminescence.

The temperature monitoring with a single nanodiamond, as presented on Figure 37, can
be applied for investigating temperature distributions of sub-micrometric systems with spatial
resolutions limited only by the dimension of the nanothermometer which, in this case, is of
about 25 nm. The spatial resolution achieved with the nanodiamonds reported in this chap-
ter are at least 50% better than those reported on other studies on nanothermometry with
NV− defects on nanodiamonds [120, 113, 148], reinforcing the implementation of the single
defect-based nanothermometers presented in this chapter for ultra-high resolution purposes.
Furthermore, as shown by Plakhotnik and collaborators [110], the thermal dependent behavior
of NV− defects on nanodiamonds is observed even for temperatures as high as 700 K. Similar
results were reported by Toyli et al. [149] for temperatures above 600 K. These studies indicates
that the nanothermometry technique presented here can be used not only on the biological
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Figure 38 – Time profile of Δ𝑇 over the stepwise temperature variation of the control program in steps of 5
K. The gray line represents the data while the red line is the filtered data. It was used a 100 point
adjacent-average to process the results. The blue line is the average temperature of the plateaus
obtained through an average on the processed data.

Font: The author (2022)

temperature range, but also for high temperatures indicating its possible industrial/chemical
applications. As an example, Laraoui et al. reported results on the imaging of thermal con-
ductivity using a single spin probe as a thermometer, which is clearly possible to be performed
with the detection system described in this chapter which may also be implemented on several
areas, from the investigation of phonon dynamics in nanostructures to the characterization of
heterogeneous phase transitions and chemical reactions in various solid-state systems [90]

After the control experiment described above investigated the thermal responsiveness of
the selected nanothermometer under continuous temperature changes, a more precise mea-
surement was carried out. Now the temperature of the system is set at ∼ 298 K and measured
by the tracking system during ∼4 to 5 minutes. Elapsed that time, the temperature of the
system is increased in 5 K and after 20 minutes of waiting - for assuring the thermal equilib-
rium of the sample - the temperature is monitored again during a few minutes. This process is
repeated until the temperature of the sample reaches ∼ 313 K, leading to a difference between
the initial and final temperature of Δ𝑇 = 15 K. Then, the inverted process begins until the
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sample reaches the initial temperature. The result of this experiment is shown on Figure 38.
The obtained data are represented by the gray line and the average-filtered result is plotted
as a red line. The average was performed over 100 adjacent points for each fixed temperature
value. The blue solid line is the measured average of the filtered data, used here to obtain
the standard deviation for the temperature readings, resulting in a uncertainty value of ± 1.7
K. The temperature profile presents a step-like behavior as it should be. The temperature
plateaus agree with the control temperature considering the measured experimental error. The
uncertainties for the temperature averages are higher than the obtained thermal resolution
for the NV1, as presented on Table 2. It is mainly due to the high noise level of the tracking
measurements that may jeopardize the data averaging and possible temperature miscalibration
of the system.

The MW antenna also may increase the local temperature of the sample by about 2 K after
several minutes, which may explain the differences between the measured temperature by the
nanothermometer and the calibrated temperature control. The spatial drift of the nanodiamond
can be corrected by implementing a real-time spatial tracking of the single emitters, as reported
on reference [113]. It should avoid a series of problems encountered while developing this
study, such as the sudden loss of the nanodiamond due to fast sample deviations at high
temperatures. Nevertheless, it is worth remembering that temperature changes of this system
occur in time intervals of the order of minutes and the ESR tracking system is capable of
monitoring frequencies corresponding to changes on external fields oscillating at 0.1 Hz [145].
Thus, due to the limited temperature range allowed by this experimental setup, it is reasonable
to assume that a more sophisticated heating system may allow the execution of experiments
under high temperature intervals and acquisition rates at least 10 times faster than the used
in the herein reported experiments.

So far in this chapter, the characterization of three individual NV− defects as individual
nanothermometers was reported. The nanosensors presented relative sensitivities up to 4.0 ×

10−3 % and best thermal resolutions of 0.7 K. It was also noticed that the individual nanoth-
ermometers show distinct thermal responses which reinforces the assumption of the individual
characterization of nanothermometers discussed in the previous chapter. The presentation of
these results was followed by the description of how these nanosensors can be used for mon-
itoring the temperature of a system. A proof-of-concept was carried out in an experiment
where a previously characterized nanodiamond was used to monitor the temperature of the
system which was able to detect temperature changes with precision of 1.7 K. This finishes
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the discussions about the obtained results presented on this Thesis and the next chapter will
bring the conclusions and perspectives from the presented results.
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5 CONCLUSIONS AND PERSPECTIVES

In this Thesis, after introducing the concepts of luminescence nanothermometry with in-
dividual NCs, the physical bases for performing LIR- and ODMR-based thermometry were
discussed in detail. In the sequence, the concepts of relative sensitivity and thermal resolu-
tion were presented along with the methods used to determine these parameters for single
nanothermometers, followed by the fundamentals about the experimental optical microscopy
techniques that allows the detection of single emitting NCs with sub-micrometric precision.

Then, by implementing a combination of scanning optical microscopy and spectroscopy
techniques, the first experimental study in this Thesis consisted on measuring the thermal
responses of five nanothermometers composed by individual Y2O3:Yb3+/Er3+NCs in three dif-
ferent media, in a temperature range from 293 K to 323 K. The experiments investigated
the influence of the surrounding medium (air, water and ethylene glycol) on the NCs relative
sensitivity of each nanothermometer. This thermal parameter was obtained through LIR mea-
surements under CW laser excitation at 977 nm by analyzing the UC emission of the 2H11/2

and 4S3/2 excited states of Er3+.
The LIR results show that the relative sensitivities obtained for the five individual NCs

presented distinct values between each other in the three investigated media, presenting dis-
crepancies up to 29 %. The maximum measured relative sensitivities at 310 K in air, water
and ethylene glycol are given by (2.5 ± 0.2) % K−1, (2.3 ± 0.4) % K−1 and (1.6 ± 0.1) %

K−1, respectively.
The best thermal resolutions presented by the NCs were 0.4 K, 1.1 K and 0.6 K in air,

water and ethylene glycol, respectively. It was also shown that the thermal resolution depends
on the measured errors for Δ𝐸 and 𝛽, found to be systematically higher on water if compared
to the other two environments. The thermal sensitivity of the NCs in ethylene glycol is smaller
than the measured values in water and air. It could be explained through the NC-solvent
interaction which leads to the nonradiative decay from the 2H11/2 to the vibrational C - O
stretching modes of ethylene glycol molecules. This observation indicates that the use of such
luminescent nanothermometers can be strongly affected by its interaction with the surrounding
medium. Besides, The presence of a liquid environment around the nanothermometers assures
the thermal equilibrium as well as mimics the conditions encountered in biological systems.

It was also interesting to notice that the lower relative sensitivities were presented by the
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brightest particles and the inverse is also true. Thus, by considering the emitted intensity as
proportional to the volume of the particle, it was assumed that the smaller particles have
an enhanced sensitivity. Such dependence was also found for the thermometric parameters
Δ𝐸 , 𝛽 and 𝑆𝐿𝐼𝑅

𝑅 , where all depend on the mean NC emitted intensity 𝐼 as 𝐼−0.3. This
proportionality suggests that the exponent of 𝐼 may be directly related to the surface/volume
ratio. Thus, in summary, the individual thermal sensitivities should be related to surface-related
non-radiative quenching effects such as energy transfer to nearby molecules or the presence of
surface defects.

The second study was concentrated on performing real-time ODMR-based nanothermom-
etry measurements with single NV− defects. The detection and identification of individual
emitters were carried out by using a home-assembled confocal scanning luminescence micro-
scope associated with a HBT interferometer. Through interferometry measurements, three
nanodiamonds were confirmed as being single NV− defects by measuring 𝑔(2)(𝜏) <0.5 for
each center. These nanodiamonds were selected as the subjects of the nanothermometry ex-
periments.

The deposition of the nanodiamonds on a coverslip containing a photolithographed MW
antenna in the surroundings of the single emitters enabled the execution of ODMR. The
obtained ODMR spectra for the selected NV− centers resulted in typical behaviors, with the
defects presenting two ESR frequencies around the central frequency of 2.87 GHz. The two
resonance frequencies at zero external field were separated by 2ℰ given by 14.4 MHz, 8.7 MHz
and 20.0 MHz for NV1, NV2 and NV3, respectively.

In the presence of an external magnetic field with magnitude of 10 mT, the 𝜈− ESR
frequencies for each selected NV− defect were measured for temperatures ranging from 298.7
to 313.3 K in steps of 2.5 K, resulting in thermal sensitivities of −(100 ± 10) kHz K−1, −(88
± 8) kHz K−1 and −(110 ± 14) kHz K−1 for NV1, NV2 and NV3, respectively. The obtained
relative sensitivities for NV1, NV2 and NV3, respectively, were (3.6 ± 0.3) × 10−3 % K−1,
(3.1 ± 0.3) × 10−3 % K−1 and (4.0 ± 0.4) × 10−3 % K−1. The differences in the thermal
sensitivity between the chosen nanodiamonds can be related to structural defects, morphology
and distinct inner strains. This conclusion was reinforced by the measurements of 2ℰ , which
is related to the intrinsic inner strain of the particles and show a correspondence with the
thermal sensitivities presented by each emitter. The measured thermal resolutions for each
nanothermometer were 0.7 K, 1.0 K and 2.8 K for NV1, NV2 and NV3, respectively, being
related to characteristics of the ODMR spectrum and emission of each nanodiamond.
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The temperature monitoring of the sample was carried out by using the nanothermometer
that presented the best thermal resolution. This experiment was carried out by using a ESR
frequency tracking system based on the modulation of the spin resonances by a 10 kHz switched
external magnetic field. The continuous monitoring of the sample’s temperature raise from 295
K to 313 K was performed with a temperature resolution of 2.3 K. A second measurement
of a step-like temperature profile was also performed, resulting in a temperature accuracy of
1.7 K. The higher uncertainty obtained with the temperature tracking system may be due to
the high noise floor on the obtained data, to experimental limitations and possible heating of
the MW antenna. To the best of our knowledge, it was the first time that nanothermometry
measurements were performed with a single NV− defect on nanodiamond and the obtained
results on relative sensitivity and thermal resolution are comparable and even better than those
obtained with ensemble measurements. Besides, based on previous works with the ESR tracking
system, the results presented here confirms the possibility of performing nanomagnetometry
and nanothermometry with individual NV− defects, depicting the multi-sensing possibilities of
these emitters and the outstanding capabilities of the ESR monitoring system.

The next step on nanothermometry with individual NV− defects is to perform temperature
gradient measurements of the heat inhomogeneities generated by sub-micrometric structures,
as metallic tips and microcircuits. Such experiments could imply in direct applications in failure
diagnosis and thermal distribution on micro/nano-electronics.

All the results discussed in this thesis reinforces the implementation of Ln3+ -based systems
and NV− defects on nanodiamonds as luminescent nanothermometers. However, the results
also point out to the importance of the individual thermal responses of each nanothermometer,
feature often overlooked in ensemble measurements regardless of the technique used to perform
nanothermometry.
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