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RESUMO

O cartdo de crédito vem se tornando um meio de pagamento cada vez mais utilizado e a
preocupagdo com sua seguran¢a um problema mais relevante. A fraude de cartdes de crédito ¢
definida como seu uso ndo autorizado por um terceiro € pode ocorrer tanto com a posse indevida
do cartdo fisico quanto através, apenas, do uso de seus dados. Neste trabalho, serdo apresentados
alguns dos principais métodos de deteccdo de fraude que fazem uso de aprendizagem de
maquina. Foi realizada uma comparagdo entre seus desempenhos, utilizando métricas de
desempenho em problemas de classificacdo, como acurécia, precisdo, revocacao, F1-Score e
area sob a curva ROC e para verificar se algum modelo foi estatisticamente superior aos demais,
foi utilizado o teste de Wilcoxon. Para treinamento e testes dos algoritmos foi usada uma base
de dados da Université Libre de Bruxelles contendo transac¢des fraudulentas e legitimas.

Palavras-chave: fraudes de cartdo de crédito; algoritmos de aprendizagem de maquina; estudo
comparativo.



ABSTRACT

The credit card has become an increasingly used means of payment and the concern for its
security is a more relevant problem. Credit card fraud is defined as its unauthorized use by a
third party and can occur either with improper possession of the physical card or simply through
the use of your data. In this work, some of the main fraud detection methods that make use of
machine learning will be presented. A comparison was made between their performances using
performance metrics in classification problems, such as accuracy, precision, recall, F1-Score
and area under the ROC curve and to verify if any model was statistically superior to the others,
the Wilcoxon test was used. For training and testing the algorithms, an ULB database containing
fraudulent and legitimate transactions was used.

Keywords: credit card fraud; machine learning algorithms; comparative study.
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1 INTRODUCAO

Com o avango da internet e o crescimento do comércio online, o numero de transagdes
feitas com cartdo de crédito vem aumentando, e com isso a quantidade de fraudes também. A
fraude desse meio de pagamento pode ser definida como o uso indevido do cartdo fisico ou de
seus dados para aquisicdo de bens ou dinheiro, e esse tipo de fraude, apenas em 2020, gerou
prejuizos de cerca de 28 bilhdes de dodlares a instituicdes financeiras, usuario de cartdes e
comerciantes (ROBERTSON, 2021). Com isso, o interesse sobre o tema vem crescendo ao
longo dos anos e vemos isso sendo refletido pela quantidade de artigos cientificos na area.
Como apresentado na Figura 1, ha registros de publicacdes que propdem solugdes com
algoritmos de aprendizagem de méaquina desde 1970, porém a partir da década de 2010 houve
um crescimento de mais de duas vezes em relacdo as décadas anteriores (RYMAN-TUBB,
2018).

Figura 1 — Quantidade de artigos relacionados publicados por década até o ano de 2018
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Fonte: adaptada de Ryman-Tubb et al. (2018).

Diversos métodos de deteccao de fraudes foram criados visando mitigar os prejuizos
causados por esse tipo de crime. Os sistemas que sdo desenvolvidos com esse intuito sdao
chamados de sistemas de deteccdo de fraude. Um tipico sistema detec¢do de fraudes inclui

varias camadas de controle, cada uma dessas pode ser automatizada ou supervisionada
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manualmente por humanos. As partes automatizadas podem utilizar conjuntos de regras criados
por especialistas ou algoritmos de aprendizagem de maquina como forma de classificagao das
transacdes (CARCILLO, 2019). A maior parte das instituicdes financeiras hoje utiliza a
abordagem por regras, a qual possui um bom desempenho desde que ndo haja mudanga no
comportamento das transagdes, o que nao ¢ um cendrio realista. Sendo assim, se faz necessaria
a utilizacdo de uma abordagem mais adaptavel e eficiente (BAHNSEN, 2013).

Sabendo desta necessidade e entendendo que a detec¢ao de fraudes pode ser encarada
como um problema de classificagdo binaria, muitos estudos aplicando técnicas de aprendizagem
de maquina foram surgindo. Varios desses utilizando abordagens diferentes, com algoritmos de
aprendizagem de maquina supervisionados, ndo supervisionados e técnicas de comités de
classificadores. Tendo como base esses trabalhos, este artigo desenvolve um estudo
comparativo entre os métodos estado da arte na deteccdo de fraudes de cartdo de crédito

utilizando algoritmos de aprendizagem de méaquina.

1.1 MOTIVACAO

A motivagao deste trabalho ¢ contribuir para o desenvolvimento da 4rea de detecgdo de
fraudes, utilizando aprendizagem de madaquina, mapeando suas maiores dificuldades e as
melhores propostas de solucdo atuais. O objetivo ¢ entender como estd o desempenho dos
métodos atuais e o que justifica esse desempenho, além disso analisar a possibilidade de
utilizacdo de métodos pouco citados ou ainda ndo utilizados como proposta de solugdo do

problema.

1.2 OBJETIVOS

1.2.1 Pergunta de pesquisa

Considerando que o cartdo de crédito ¢ um dos principais métodos de pagamento
utilizado em todo o mundo, a detec¢do de possiveis fraudes pode proteger uma grande
quantidade de patrimonio de pessoas fisicas e entidades financeiras. O desafio pode ser
resumido a identificar se uma transacao ¢ fraudulenta para aprova-la ou nega-la. Sendo assim
o problema se encaixa em uma classificagdo bindria, entdo as perguntas de pesquisa sao: Quais

métricas devem ser utilizadas para comparar o desempenho dos algoritmos analisados? Qual ¢



13

o melhor algoritmo de aprendizagem de maquina para o processo de classificagdo de

transacoes?

1.2.2 Hipoteses

Tendo a pesquisa analisado diversos algoritmos de aprendizagem de méaquina diferentes,
utilizados para deteccao de fraudes de cartdo de crédito, a hipdtese levantada para essa pesquisa
¢: O algoritmo de aprendizagem profunda Convolutional Neural Network (CNN) apresenta um
bom desempenho na resolugdo do problema. As vantagens das redes neurais e do aprendizado
profundo sdo que eles podem aproximar totalmente qualquer relacionamento ndo linear
complexo, forte robustez e tolerdncia a falhas e encontrar solu¢des otimizadas em alta
velocidade (ZHANG, 2018). Considerando que apenas um dos trabalhos citados realizou um
estudo comparativo com o algoritmo de aprendizagem profunda CNN e as vantagens das redes

neurais citadas anteriormente, entdo a hipotese foi formulada visando validar essas observagoes.

1.2.3 Objetivo

O objetivo deste trabalho ¢ realizar um estudo comparativo entre os métodos de
aprendizagem de maquina utilizados atualmente para solugdo do problema da deteccdo de
fraudes de cartdo de crédito. Os objetivos especificos que sdo visados para este trabalho sio:

e Analisar os métodos de aprendizagem de maquina propostos para o problema;

* Avaliar as métricas utilizadas para comparagdo de resultados;

e Avaliar as bases de dados utilizadas para os experimentos;

e Implementar os algoritmos mais relevantes e compara-los através do uso de testes

estatisticos.

1.3 ESTRUTURA DE TRABALHO

O trabalho foi dividido em sete capitulos. O primeiro capitulo ¢ a introdu¢do onde foi
apresentado o contexto de fraudes de cartdo de crédito e como se deu o crescimento do interesse
por esse tema ao longo das décadas, assim como a motivagdo do trabalho e os objetivos
definidos. J&4 o segundo capitulo ¢ o referencial tedrico, onde sdo apresentados os conceitos
mais relevantes para o trabalho como fraudes de cartdo de crédito e sistemas de detecgdo de

fraudes. No capitulo trés ¢ apresentada a metodologia utilizada para o desenvolvimento do
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trabalho, como os critérios de escolha dos algoritmos, métricas e conjunto de dados utilizado.
Em seguida o quarto capitulo discorre sobre os trabalhos relacionados apresentando quais
métodos de detecg@o foram explorados no estado da arte e como esses métodos foram avaliados
por cada um dos autores. Ja o quinto capitulo fala sobre os resultados encontrados nos testes
realizados e como as métricas foram utilizadas, além disso sdo apresentados os graficos para
cada métrica com descri¢do dos melhores modelos em cada uma delas. O proximo capitulo € o
de conclusao que de fato realiza uma comparagao entre os modelos avaliados e traz quais foram
os melhores desempenhos obtidos pelos modelos. O tltimo capitulo € o de trabalhos futuros em
que sdo apresentadas limitacdes e ameagas para os métodos de deteccdo utilizados neste

trabalho e sugestdes para novos trabalhos.
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2 REFERENCIAL TEORICO

Neste capitulo sdo apresentados conceitos relevantes dentro da drea de detec¢do de

fraudes de cartdo de crédito, além do contexto da area.

2.1 FRAUDE DE CARTAO DE CREDITO

Segundo Jurgovsky (2018), no setor de pagamentos, a fraude de cartdo de crédito ocorre
quando alguém rouba informagdes de um cartdo para fazer compras sem a permissdo explicita
do dono e a deteccdo dessas transacdes fraudulentas ¢ uma atividade crucial para o
funcionamento dos processadores de pagamento. J& Ryman-Tubb (2018) afirma que a fraude
de cartdo de pagamento ¢ o ato criminoso de engano usando um cartdo fisico ou os dados do
cartdo sem o conhecimento do titular. Em Zhang (2018), ¢ descrito que o fraudador pode coletar
informagdes dos usuarios, como senha, idade, ocupagdo e outras informacdes para entrar em
sistemas bancarios. Esse tipo de comportamento fraudulento tem sido muito comum hoje, e traz
grandes prejuizos para usudrios, empresas e sociedade. Além disso, uma vez que esses dados
de identidade sdo roubados, os métodos tradicionais de seguranga da informagao ndo impedirao

a fraude de transagoes online.

2.2 SISTEMAS DE DETECCAO DE FRAUDE

Para determinar se uma transagdo de pagamento com cartdo sera autorizada, ¢ utilizado
um sistema de gerenciamento de fraude. Um tipico sistema de deteccao de fraude inclui varias
camadas de controle, cada uma das quais pode ser automatizada ou supervisionada por
humanos. Parte da camada automatizada abrange algoritmos de aprendizado de maquina que
criam modelos preditivos com base em transagdes anotadas (CARCILLO, 2021). Se a transac¢ao
for considerada suspeita, ela normalmente ¢ bloqueada ou recusada e um tiquete de fraude ¢
criado. Este bilhete de fraude contém informacdes suficientes para que um revisor humano
analise a transa¢do e, em seguida, tome uma decisdo. Na maioria das organizagdes, uma equipe
de revisores verifica os tiquetes de fraude e ¢ realizada uma investigacdo que pode incluir o

contato com o titular do cartdo ou comerciante (RYMAN-TUBB, 2018)
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2.3 DERIVA CONCEITUAL

O padrdo das transacdes ¢ mutavel ao longo do tempo. Os usuarios t€ém um padrdo nas
suas transa¢des que se repete durante um periodo, porém esse comportamento vai sendo
modificado ao longo do tempo por diversos fatores como mudangas na renda e festividades, por
exemplo. Essa mudanga ¢ conhecida como deriva conceitual e os algoritmos de aprendizagem
de maquina, por utilizarem informagdes supervisionadas, muitas vezes tem dificuldade em lidar
com esse comportamento e por isso ¢ necessario atualizar os modelos com os dados mais
recentes e remover dados historicos que ndo representam mais o comportamento dos usuarios
(DAL POZZOLO, 2015). Ainda hoje a adaptacdo dos modelos a deriva conceitual ¢ um desafio

bastante atual.

2.4 CONTEXTO DA AREA

Desde o lancamento dos cartdes de pagamentos na década de 1950, os vetores de fraude
se estabeleceram ao longo do tempo e se tornaram bem conhecidos na industria. Até a década
de 1970, todas as transacdes eram processadas por meio de documentos em papel que eram
langados fisicamente. Com o desenvolvimento da tarja magnética para armazenamento dos
dados dos usudrios, o processo pode ser automatizado, ja que os terminais conseguiam realizar
a leitura automaticamente. Foi nesse ponto que as primeiras pesquisas comecgaram a se
concentrar na automacao simples da detec¢ao de fraudes e na criagdo de novos métodos usando
regras. Nao foi até 1994 que o primeiro trabalho significativo foi publicado neste dominio
(RYMAN-TUBB, 2018).

A fraude com cartdes de pagamento existe desde a introducdo dos cartdes no sistema de
pagamento. Como o mercado de cartdes cresceu rapidamente, o nivel de fraude associado aos
cartoes de pagamento também aumentou. A cada ano, a fraude de cartdo custa bilhdes de dolares
e 0s numeros continuam aumentando. De acordo com um relatério divulgado em janeiro de
2010 pelo Aite Group LLC, a fraude com cartdo custa a industria de pagamentos dos Estados
Unidos, cerca de US$ 8,6 bilhdes por ano. Embora esse valor seja apenas 0,4% dos US$ 2,1
trilhdes em volume por ano, esse nimero continua sendo uma area preocupante para a industria
(SAKHAROVA, 2012). De acordo com o Banco Central Europeu, no continente houve um
prejuizo de cerca de 1,26 bilhdo de Euros, durante o ano de 2010 em transagdes de cartdo de

crédito (BAHNSEN, 2013). J4 em 2016, um relatorio da CyberSource apontou que o volume
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de transa¢des fraudulentas com cartdo de crédito no comércio eletronico na América Latina
corresponde a 1,4% do total liquido do setor (SA, 2018).

Infelizmente, a sociedade em geral percebe a fraude com cartdo de pagamento como um
crime menor, onde seus efeitos sdo mitigados pelo reembolso de qualquer fraude pessoal pelo
emissor. O impacto individual para a vitima da fraude ¢ amenizado e por isso existe uma crenga
comum de que a fraude de pagamento afeta apenas bancos, grandes empresas e governo. No
entanto, foi identificado que empresas criminosas e grupos do crime organizado usam fraudes
com cartdes de pagamento para financiar suas atividades, incluindo armas, drogas e terrorismo
(RYMAN-TUBB, 2018). Por mais que a porcentagem de transagdes fraudulentas seja baixa em
relacdo as transagdes legitimas, esse valor pode causar um grande impacto na sociedade e nas
empresas responsaveis.

Além das perdas financeiras reais, a fraude com cartdes de pagamento afeta a confianca
do consumidor nos sistemas de pagamentos eletronicos e na reputacao dos emissores de cartoes.
Os fraudadores modernos sdo profissionais organizados que usam formas elaboradas para obter
detalhes do titular do cartdo. Os criminosos continuam a desenvolver novos métodos de ataque,
usando todos os tipos de técnicas sofisticadas. Varios participantes da conferéncia de cartdes
de pagamento realizada em 2008 notaram que as redes de fraudes criminais empregam modelos
que espelham modelos de negdcios legitimos: bancos de dados que espelham agéncias de
crédito; e operagdes de compartilhamento de tempo de banco de dados por meio de sites que
fornecem acesso a informagdes confidenciais roubadas, por uma taxa definida. As instituigdes
financeiras enfrentam uma busca continua por medidas eficazes de prevencdo de fraudes com
cartdes para minimizar os custos associados e danos a reputagdo da marca do banco e proteger
seus clientes. (SAKHAROVA, 2012).

Os bancos e as principais institui¢des financeiras prestam uma ampla gama de servicos,
mas a fraude ¢ generalizada nas transagdes financeiras realizadas por essas instituicdes. Mais
servicos gerardo mais dados de usudrios, o que oferece uma grande possibilidade para os
fraudadores roubarem as informagdes dos usudrios para completar a fraude. Detectar transagdes
fraudulentas com precisdo e instantaneamente se tornou um problema urgente de seguranca
financeira para todas as instituigdes financeiras, incluindo bancos. O sistema tradicional de
regras de especialistas ¢ aplicado a maioria das areas de deteccdo de fraude, esses sistemas sao
baseados nas regras de experiéncia existentes do setor, que podem detectar os padrdes
fraudulentos ocorridos e os comportamentos de fraude existentes (ZHANG, 2018). A depender
da regra, se o resultado for a suspeita de uma possivel fraude, a transacdo pode ser negada ou

um alerta ¢ emitido para investigacao posterior. Esse sistema de regras funciona bem desde que
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ndo haja novos padrdes de fraude, pois fraudes repetidas sdo necessdrias para que a equipe
detecte novos padroes. (BAHNSEN, 2013).

Ha outros métodos mais flexiveis para a deteccdo de fraudes como a detec¢do de
anomalia e a deteccdo baseada em classificador. A detec¢do de anomalias se concentra no
calculo da distancia entre os pontos de dados no espaco. Ao calcular a distdncia entre a transa¢ao
recebida e o perfil do titular do cartdo, um método de deteccao de anomalia pode filtrar qualquer
transacgao recebida que seja inconsistente com o perfil do titular do cartdo. A segunda técnica
utiliza alguns métodos de aprendizado supervisionado para treinar um classificador com base
nas transacdes normais e nas fraudes dadas. O aprendizado supervisionado se concentra na
extracdo de recursos de fraude de transagdes fraudulentas. No entanto, ambos tém limitagdes.
Para a deteccdo de anomalias, ele ndo tem capacidade de retratar recursos de fraude, embora
possa retratar comportamentos de transacao dos titulares de cartdo. Para a detec¢ao baseada em
classificador, ele ndo consegue distinguir diferentes comportamentos normais de diferentes
titulares de cartdo, embora possa detectar comportamentos de fraudadores (JIANG, 2018).

Sabendo disso o proximo capitulo apresenta a metodologia utilizada no trabalho para o
desenvolvimento de um estudo comparativo entre modelos de aprendizagem de maquina
baseados em classificadores. Mesmo com as limitagdes listadas para esse tipo de método de
detec¢do, ha modelos que desempenham melhor e conseguem bons resultados para a resolucao

deste problema que sdo apresentados nos capitulos de resultados e conclusao.
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3 METODOLOGIA

Este trabalho seguiu o seguinte método cientifico: etapa exploratoria de trabalhos
relacionados, baseada em uma revisdo sistemdtica da literatura. Em seguida, novos
experimentos comparativos dos modelos encontrados e com novos modelos propostos.

A pesquisa dos trabalhos relacionados foi realizada nas plataformas IEEE, Scopus,
ScienceDirect e ACM Library. Nesta pesquisa, foi utilizado o critério de proximidade com o
tema de interesse, disponibilidade do artigo a partir de acesso da institui¢do de ensino e nota
Qualis igual ou superior a B2. Para realizar a busca pelos artigos, foi utilizada a ferramenta de
pesquisa avancada contida nas plataformas citadas com a string de busca apresentada no

Quadro 1.

Quadro 1 — String utilizada nas ferramentas de pesquisa avangada

String de busca

"Credit card" AND "Fraud" AND "Detection" AND "Machine Learning"

Fonte: O autor (2022).

Para o treinamento e testagem dos modelos descritos no trabalho, foi utilizado um
conjunto de dados de transagdes de cartdo de crédito classificadas como fraudulentas ou
legitimas. Este conjunto de dados foi desenvolvido pela Universidade Livre de Bruxelas (ULB)
e contém transagdes reais de usudrio de cartdo de crédito europeus no ano de 2013, onde 492
delas sdo fraudes do total de 284,807. Na Tabela 1, tem-se uma representagdo do conjunto, o
qual passou por um processo de transformag¢do com analise de componentes principais, que
anonimiza as transacgdes, com isso o conjunto possui 31 colunas que vao de V1 a V28 que sao
as caracteristicas anonimizadas da transacdo, além delas temos o Tempo, Valor e Classificacao.
A classifica¢do ¢ um valor binario, onde o valor 0 representa uma transagdo legitima e o valor

1 uma fraude.

Tabela 1 — Parte do conjunto de dados de transagdes de cartdo de crédito da ULB

Tempo Vi1 V28 Valor Classificacao
0.0 -1.359807 -0.021053 149.62 0
1.0 1.191857 0.014724 2.69 0
1.0 -1.358354 -0.059752 378.66 0

Fonte: O autor (2022).
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Como o conjunto de dados ¢ bastante desbalanceado, foi selecionado um método de
reducdo deste desbalanceamento. A técnica escolhida para o balanceamento do conjunto de
dados foi a subamostragem aleatoria, método que foi utilizado em Jurgovsky et al. (2018) e S4,
Pereira e Pappa (2018). A técnica mantém todos os registros da classe minoritdria e remove
aleatoriamente as transagdes da classe majoritaria, que no contexto sao as transagdes legitimas.
Realizando essa redugdo dos registros, obtemos um conjunto de dados menor, o que viabiliza o
treinamento dos modelos.

Para o treinamento dos modelos selecionados foi utilizada a técnica de validagao
cruzada. A validacdo cruzada ¢ uma técnica para avaliar a capacidade de generalizacdo de um
modelo, a partir de um conjunto de dados. Neste trabalho foi utilizada a técnica de validacao
cruzada chamada k-fold, a qual consiste em dividir o conjunto total de dados em k subconjuntos
mutuamente exclusivos de mesmo tamanho e, a partir dai, um subconjunto € utilizado para teste
e os k-1 restantes sdo utilizados para estimar os parametros (KOHAVI, 1995). Foram utilizados
30 subconjuntos como parametro para aplicacdo desta técnica e a implementacao da biblioteca
SKLearn foi utilizada. Os resultados dessas validagcdes foram armazenados a cada itera¢do para
comparagdo utilizando os testes estatisticos de Wilcoxon.

O teste de Wilcoxon ¢ um teste de hipdtese estatistica ndo paramétrica usado para testar
a localizacdo de uma populagdo com base em uma amostra de dados ou para comparar as
localizagdes de duas populagdes usando duas amostras combinadas (CONOVER, 1999). O teste
pode ser uma boa alternativa ao teste t quando as médias populacionais ndo sdo de interesse;
por exemplo, quando se deseja testar se a mediana de uma populagao ¢ diferente de zero, ou se
ha mais de 50% de chance de que uma amostra de uma populagao seja maior que uma amostra
de outra populacao.

Dado esse contexto o teste foi aplicado para todos os pares possiveis de modelos
implementados. A valida¢ao cruzada foi realizada com os mesmos subconjuntos para todos os
modelos e métricas visando viabilizar os testes estatisticos, ja que um dos pressupostos ¢ de que

os conjuntos de dados vém da mesma populagdo.
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4 TRABALHOS RELACIONADOS

Nesta secdo, serdo descritos os principais trabalhos na area que utilizam diferentes
modelos de aprendizagem de maquina para resolu¢do do problema.

Forough e Momtazi (2021) encararam o problema como uma tarefa de classificacdo
sequencial e como soluc¢do propuseram a utilizagdo de um comité de classificadores de modelos
Long Short-Term Memory e redes neurais artificiais. A maioria dos estudos até o momento
utiliza o sistema de votos baseados em limites, € como ponto de melhoria os autores propuseram
o uso do resultado dos classificadores basicos como mecanismo de votagdo. Esses
classificadores sdo redes neurais recorrentes que tiveram os seus resultados agregados
utilizando a arquitetura de rede neural direta.

Também ¢ citado que a detec¢do de fraudes de cartdo de crédito tem dificuldades
inerentes como a falta de dados, deriva conceitual, tempo de resposta, custo da solugdo e pré-
processamento dos dados. A deriva conceitual foi um dos problemas que os autores
solucionaram a partir da combina¢do de uma rede sequencial profunda em conjunto com uma
janela deslizante para indicar o numero de transagdes que serdo considerados no historico,
sendo assim apenas as transacdes mais recentes estdo sendo levadas em consideracdo para o
treinamento do modelo. Além deste, o problema do desbalanceamento dos dados também foi
enderecado, j4 que o modelo apresentado pelos autores se mostrou bastante robusto em
ambientes com alto desbalanceamento. Na Tabela 2 temos a comparagdo dos resultados obtidos
nos testes com o modelo £, que foi um modelo de comité utilizado como base de comparagio e
o GRU que é outro modelo com base em redes neurais. E possivel observar que o modelo

utilizando LSTM superou a performance dos outros modelos na maioria dos critérios.

Tabela 2 — Resultados dos modelos de comités de classificadores

Modelo Precisao Revocacio F1 AUC-ROC AUC-PR
GRU 0.8043 0.689 0.7419 0.8413 0.5655
LSTM 0.8776 0.7144 0.7874 0.8847 0.6746
L 0.9951 0.5811 0.7337 0.7905 0.5939

Fonte: adaptada de Forough e Momtazi (2020).

Ja Li et al. (2021) focaram seus esfor¢os em analisar o problema do desbalanceamento
e sobreposi¢do dos dados de transagdes de cartdo de crédito. A sobreposi¢do ocorre quando
varios dados estdo em posicdo similar entre si, de forma que n3o ha distin¢do clara de

comportamento entre eles. Isto ocorre no contexto de fraudes de cartdo de crédito, pois ha varios
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usuarios legitimos com diversos comportamentos diferentes, além disso os fraudadores fazem
um esfor¢o consciente para tornar suas transa¢des o mais parecidas com transagdes legitimas
dificultando, assim, o processo de deteccao de fraudes. Segundo os autores, os métodos atuais
de deteccdo de sobreposi¢ao utilizam comparagdes entre vizinhos, como a técnica KNN, porém
no contexto do problema essa solucdo se torna inviavel pelo custo computacional dessa
operagao ser bastante alto.

Para solucionar o problema, a técnica proposta foi dividida em duas etapas: dividir e
conquistar. Na primeira parte o conjunto de dados original ¢ dividido em dois, utilizando como
critério a deteccdo de anomalias, onde s3o consideradas anomalias todas as transagdes
legitimas. Por considerar as transagdes fraudulentas como normais, apds a aplicacdo deste
método serd obtido um subconjunto com varias transagdes fraudulentas e apenas algumas
transacdes legitimas sobrepostas, sdo esses dados que serdo utilizados na segunda fase. Na parte
de conquistar, ¢ utilizado um classificador supervisionado, treinado a partir do subconjunto da
primeira fase, para a criacdo de um modelo em um ambiente com bastante sobreposi¢do. Foram
testados varios modelos diferentes para otimizacao desta segunda etapa do processo de detec¢ao

A conclusdo foi que os métodos existentes para o problema de desbalanceamento de
classes com sobreposi¢cdo ndo levam em consideracdo o impacto de grandes amostras de
detecgdo de fraude em um conjunto de dados, o que resulta em alto consumo de tempo e baixa
eficiéncia. Além disso, as técnicas de subamostragem aplicadas nos métodos existentes podem
levar a perda de informacdes e a degradagdo do desempenho geral. Na tabela 3, vemos a
comparacdo dos resultados dos modelos selecionados para teste e a eficacia do método hibrido

de redes neurais artificiais com gasto agregado foi a maior nos critérios de F1-Score e AUC_PR.
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Tabela 3 — Comparagdo de modelos apresentados em Li et al. (2021)

Modelo F1-Score = AUC_PR
RF 0.67 0.57
Tomek Links 0.60 0.50
SMOTE 0.64 0.54
OC-SVM 0.67 0.57
OSM 0.69 0.59
NB-TOMEK 0.66 0.56
Hibrido (OCSVM + RF) 0.70 0.60
Hibrido(iForest + RF) 0.71 0.61
Hibrido (AE + RF) 0.72 0.62
Hibrido (OCSVM + ANN) 0.71 0.61
Hibrido(iForest + ANN) 0.71 0.61
Hibrido (AE + ANN) 0.73 0.63

Fonte: adaptada de Li et al. (2021).

Em Carcillo et al. (2019) foram descritos os métodos de classificagdo com uso de
aprendizagem de maquina supervisionada, ndo supervisionada e semi supervisionada. Foi
observado que, em um ambiente real, as transacdes ndo sdo classificadas instantaneamente,
sendo assim sempre ha um atraso no comportamento encontrado no conjunto de dados em
relagdo ao comportamento mais recente. Como os algoritmos de aprendizagem nao
supervisionada utilizam a deteccdo de padrdes para realizar a classificagdo, ¢ possivel utilizar
um conjunto de dados que ndo esteja classificado, para o treinamento de um modelo.

Foi proposto, no trabalho anteriormente citado, a utilizagdo de técnicas combinadas de
aprendizado supervisionado e ndo supervisionado. H4 na literatura uma descri¢do sobre
utilizagcdo dessa combinacdo de técnicas chamada best-of-both-worlds. A partir dessa técnica
os autores realizaram uma adaptagdo para o contexto de deteccdo de fraudes de cartdo de
crédito. Analisando o estado da arte nos métodos de deteccao, os autores viram que a utiliza¢ao
de métodos de assembleia combinando técnicas supervisionadas e ndo supervisionadas sao
bastante utilizados e possuem um resultado melhor do que as técnicas isoladas.

A proposta de solucao do problema dada pelos autores ¢ da criagdo de uma extensdo do
principio best-of-both-worlds para a definicdo de uma pontuagdo de valores atipicos, levando
em consideracdo diferentes niveis de granularidade e a integracdo com técnicas
supervisionadas. A solucdo ¢ baseada em uma pontuagdo de valores atipicos, que significa
classificar as transacdes com valores que representam o quanto elas destoam das transacdes

legitimas. Para defini¢do de valores destoantes foram definidos trés niveis de granularidade o
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global, local e de conjunto. O global leva em consideracao todas as transagdes, ja o local apenas
a transagdes feitas por um mesmo cartdo e a de conjunto ¢ uma granularidade intermediaria. Os
resultados ndo sdo convincentes em termos de abordagens globais e locais. A interpretagao dos
autores foi de que ambas as abordagens ndo tém o nivel certo de granularidade necessario para
aproveitar as informagdes ndo supervisionadas. Um resultado mais promissor foi obtido através
da abordagem de conjunto, principalmente em termos de AUC-PR, embora pareca que
aumentar muito os conjuntos de dados parece ser prejudicial devido ao problema de sobreajuste
e variancia. Na Figura 2 ¢ possivel observar a relacdo entre precisdo e revocagdo para 10

conjuntos e a linha base.

Figura 2 — Curva da relagdo entre precisao e revocagao
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Fonte: Carcillo et al. (2019).

Jurgovsky et al. (2018) formularam o problema de detec¢do de fraudes de cartdo de
crédito como uma tarefa de classificacdo de sequencial e para solucdo empregaram redes de
Long Short-Term Memory. Como o0s autores encararam o problema como uma classificagdo
sequencial, foi necessaria uma engenharia de caracteristicas no conjunto de dados para
armazenar variaveis ao longo de sequéncias de transagdes de cada portador de cartdo de crédito.
A rede de Long Short-Term Memory tinha duas camadas recorrentes, uma inica camada oculta
e um classificador de regressao logistica empilhado no topo da tltima camada. O classificador
de regressao logistica pode ser treinado em conjunto com o modelo de transi¢ao de estado Long
Short-Term Memory via retropropagacao de erros. Para os nés do Long Short-Term Memory,
foi aplicada a técnica de dropout, visando regularizar os parametros e o modelo foi treinado

minimizando a entropia cruzada entre a distribuicdo de classe prevista e a verdadeira com o
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algoritmo ADAM. Para os testes, a técnica proposta foi comparada com um classificador de
floresta aleatdria de linha de base e mostrou que o Long Short-Term Memory melhora a precisao
da deteccdo em transacdes offline em que o titular do cartdo estd fisicamente presente em um
comércio. Ambas as abordagens de aprendizagem sequencial e ndo sequencial se beneficiam
fortemente das estratégias manuais de agregagdo de recursos. Uma andlise posterior de
verdadeiros positivos revelou que ambas as abordagens tendem a detectar fraudes diferentes, o
que sugere uma combinagdo das duas. A tabela 4 apresenta os resultados obtidos a partir da

comparac¢do dos modelos RF e LSTM, das caracteristicas geradas e do tipo de sequéncia.

Tabela 4 — Resultados dos modelos utilizando sequéncia longa e curta

AUCPR
Sequéncia Caracteristica RF LSTM
BASE 0 0,18
CURTA TDELTA 0,236 0,192
AGG 0,394 0,38
BASE 0,179 0,178
LONGA TDELTA 0,228 0,238
AGG 0,404 0,402

Fonte: adaptada de Jurgovsky et al. (2018).

A técnica de assembleia para classificacdo de transagdes foi proposta em Dal Pozzolo
et al. (2015). O método proposto foi o treinamento de dois modelos utilizando conjunto de
dados diferentes, sendo um deles um conjunto com transacdes classificadas manualmente por
profissionais especialistas e outro formado por transagdes que foram classificadas por um
sistema de deteccdo de fraudes automaticamente. As novas classificagdes seriam definidas pela
assembleia desses dois modelos de RF com 100 arvores cada. Com o foco em superar o
problema da deriva conceitual, foi adicionada a utilizacdo da técnica de janelas deslizantes para
restringir o conjunto de dados utilizados no treinamento para apenas as transacdes mais
recentes. A conclusdo dos autores foi que a utilizacdo de métodos de classificagdo separados
para classificagdes tardias e feedbacks de especialistas aumentou a resisténcia da solug¢do ao
problema da deriva conceitual. Os classificadores que utilizaram feedbacks dos especialistas
sd0 mais precisos do que os de classificagdo tardia por utilizarem dados de transagdes mais
atualizados.

Lucas et al. (2019) falam sobre considerar as transa¢des como uma sequéncia de eventos
e ndo um evento Unico. Muitos dos artigos relacionados a detec¢@o de fraude com aprendizagem

de maquina trazem a abordagem de classificar uma transagao a partir de seus atributos de forma
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individual sem considerar os eventos no tempo. A abordagem proposta aqui ¢ considerar a
sequéncia de transagdes e avaliar se essa sequéncia contém alguma fraude, para isso foi
proposta a criacdo de oito caracteristicas no conjunto de dados, baseadas em HMM. Elas
quantificam a similaridade entre o historico de uma transagao e oito distribui¢des aprendidas
anteriormente em conjunto de sequéncias selecionadas de forma supervisionada para modelar
diferentes perspectivas. Os autores selecionaram trés perspectivas para modelar uma sequéncia
de transacdes. Uma sequéncia pode ser feita apenas de transagdes historicas genuinas ou pode
incluir pelo menos uma transagao fraudulenta, pode vir de um titular de um cartdo fixo ou de
um terminal fixo, e pode consistir em valor financeiro ou de valores temporal. Os resultados do
trabalho mostram um aumento na métrica de AUC-PR em 15,1% em comparagao as estratégias
de engenharia de recursos mais avangadas. Segundo os autores este aumento se deu devido a
adi¢do de novos recursos baseados em HMM multiperspectiva.

S4, Pereira e Pappa (2018) propuseram um método utilizando o método de hiper-
heuristica evolucionario para criacdo de um algoritmo de classificadores de redes bayesianas
customizado. A geracdo de um algoritmo de classificadores de redes bayesianas para um
conjunto de dados de deteccdo de fraudes em cartdes de crédito do mundo real, foi uma das
principais contribui¢des deste trabalho. Os autores também contribuiram com o método de
avaliacdo do desempenho do algoritmo, em termos de métricas de classificagdo e financeiras,
aquelas utilizadas por especialistas em finangas, para avaliar os niveis de fraude. Neste trabalho
sdo utilizadas métricas comuns para classificacdo de algoritmos de aprendizagem de méaquina
como F1, precisdo e revocagdo e métricas financeiras para uma analise de impacto no negocio.
O trabalho também consegue fazer uma anélise completa do algoritmo customizado em termos
de estratégias para lidar com o conjunto de dados desbalanceado, a estratégia utilizada para isso
foi a subamostragem aleatéria. Como resultado, o modelo desenvolvido conseguiu
desempenhar melhor que as técnicas atuais utilizadas pelo PagSeguro, empresa fornecedora do
conjunto de dados, em até 72,64%.

Ryman-Tubb, Krause e Garn (2018) realizaram uma pesquisa analisando historicamente
os métodos de detecg¢do de fraude de cartdo de crédito e como esta ocorrendo a evolugdo das
solugdes. Segundo as pesquisas, os métodos de deteccdo de fraude vém crescendo a passos
lentos, com ainda poucas pesquisas relevantes na area, na visao deles isso € justificado pela
falta de mudang¢a no comportamento dos fraudadores. Além disso ¢ argumentado que, no senso
comum, a fraude de cartdo de crédito € um crime pequeno que afeta apenas as grandes empresas,

bancos e governos, ja que o prejuizo individual dos clientes ¢ amenizado por essas
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organizagdes. Porém, na realidade o problema ¢ muito maior, ja que vai além do prejuizo
individual, pois possibilita o financiamento de institui¢des criminosas.

Segundo os autores, as solugdes propostas ndo tiveram sucesso suficiente nem no corpo
de trabalho pesquisado nem nas solu¢des implantadas, existem duas explicagdes para o fracasso
desses métodos: A primeira ¢ de que hé pouco incentivo da indudstria para melhora-los, pois os
casos de fraude sdo julgados como um custo do negocio e sdo vistos como normativos. As
pesquisas do setor indicam que, apesar da validade académica da pesquisa, seu impacto no setor
de cartdes de pagamento foi minimo. J4 a segunda explicagdo ¢ que o trabalho académico nesta
area ¢ dificil e marginalizado em termos de financiamento.

Concluiu-se que ha uma lacuna nas pesquisas para ajudar a reduzir as fraudes de cartdes
de crédito na industria e isso ¢ refletido pelos resultados apontados no estudo. Na tabela 5 sdao
listados os sete melhores resultados em algoritmos de detec¢do de fraude. Pelas datas dos
trabalhos apresentados ¢ possivel perceber que ndo houve um grande avanco na area, pois
alguns dos melhores desempenhos sdo de mais de 15 anos atras. A coluna de descrig@o da tabela
5 especifica o tipo de modelo utilizado, o Expert descreve as solu¢des que utilizam regras
criadas por especialistas em fraudes, ja o Neural se aplica a solugdes criadas com redes neurais,
no caso da descricdo Eclectic os modelos sdo normalmente bastante complexos e ndo se
encaixam em nenhuma categoria anterior. Por fim, a descri¢do DT descreve modelos baseados
em arvores de decisdo. A coluna A/F descreve a quantidade de alertas para cada fraude, e foi
utilizada como métrica para avaliagdo de desempenho dos algoritmos, quanto menor este valor,

melhor o desempenho do modelo.

Tabela 5 — Resultados dos métodos analisados em Ryman-Tubb, Krause e Garn (2018)

Descricao Trabalho A/F %FP %VP %Erro
Expert Correia et al. (2015) 2 0.020 80.00 20.00
Neural Ghosh and Reilly (1994) 5 0.090 40.00 12.24
Neural Ryman-Tubb (2016) 7 0.001 75.56 24.44
Neural Richardson (1997) 7 0.130 61.41 38.59
Eclectic Carminati ef al. (2014) 11 0.190 98.00 2.00
Eclectic Salazar et al. (2012) 18 0.200 60.00 40.00
DT Dal Pozzolo et al. (2017) 11 0.195 94.43 5.57

Fonte: adaptada de Ryman-Tubb, Krause e Garn (2018).

Em Bahnsen ef al. (2013), os autores propdem a utilizagdo da técnica de risco minimo
de Bayes para deteccdo de fraude. Neste artigo ha a utilizacdo de uma nova métrica para

comparacdo de eficacia dos algoritmos de detecg¢do, os autores afirmam que a utilizacdo de
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métricas cldssicas de aprendizagem de maquina ndo € suficiente para casos de fraudes de cartao
de crédito, ja que o que interessa para as empresas no final ¢ a otimizagdo de custo. A reducao
dos custos com fraude pode vir de modelos que ndo apresentam estritamente os melhores
resultados nas métricas mais convencionais, porém atingem o melhor resultado em termos
financeiros. Foram selecionados os métodos RF, LR e C4.5 como base para a criagdo de
modelos otimizados com a técnica de risco minimo de bayes, os quais foram chamados de RF-
MR, LR-MR e C4.5-MR. As avaliagdes confirmaram que incluir o custo real, criando um
sistema sensivel ao custo, usando um classificador de risco minimo Bayes, d4 origem a
resultados de detec¢do de fraude muito melhores no sentido de maior economia. O melhor
modelo otimizado pelos autores foi o RF-MR, que apresentou uma reducdo de custos com
fraudes em 23% se comparado com os modelos classicos

O método proposto pelos autores em Xuan et al. (2018) foi a utilizagdo de duas
implementagdes diferentes do algoritmo floresta aleatoria. A escolha do método se deu pela
andlise da popularidade e eficacia dos modelos de arvore de decisdo, por serem simples e
flexiveis esses modelos se tornam uma escolha muito interessante, porém os modelos de arvore
unica sofrem com o sobreajuste e técnicas de assembleia podem resolver esse problema. As
florestas propostas neste trabalho sdo diferentes pelo seu classificador base, a primeira ¢
baseada em arvores aleatorias e a segunda baseada em CART, as duas foram treinadas a partir
de um mesmo conjunto de transacdes, que por se tratar de um conjunto bastante desbalanceado
passou por um processo de subamostragem. As conclusdes foram que embora a floresta
aleatéria obtenha bons resultados em dados de conjuntos pequenos, ainda existem alguns
problemas, como desbalanceamento de dados. O algoritmo da floresta aleatdria em si deve ser
melhorado, por exemplo, 0 mecanismo de votagdo assume que cada um dos classificadores
basicos tem o mesmo peso, mas alguns deles podem ser mais importantes que outros. Portanto,
os autores concluiram hé espago para melhoria do algoritmo aplicado ao problema. Na tabela 6
¢ possivel analisar os resultados obtidos para cada umas das métricas avaliadas para as duas

arvores citadas no trabalho.

Tabela 6 — Resultados dos métodos analisados em Xuan et al. (2018)

Modelo Acuracia Precisao Revocacio F1-Score
Random Forest I 91.96% 90.27% 67.89% 0.7811
Random Forest II 96.77% 89.46% 95.27% 0.601

Fonte: adaptada de Xuan et al. (2018).
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Dhankhad, Mohammed e Far (2018) realizaram um estudo de avaliagdo e comparacao
de algoritmos de aprendizagem supervisionada aplicados a detec¢do de fraudes de cartdo de
crédito. Neste trabalho foram avaliados os seguintes modelos: LR, RF, DT, KNN, GBT, XGB,
SVM e MLP e para isso foi utilizado o conjunto de dados de transagdes de cartdo de crédito da
Europa no ano de 2013. Com 70% dos dados voltados para realizagdo do treinamento dos
algoritmos e 30% para os testes e como técnica de balanceamento foi utilizada a
subamostragem. Os autores, a partir deste cenario, chegaram a conclusdo que a LR apresenta
os melhores resultados na classificacdo, seguidos da RF e XGB. Na tabela 7 ¢ possivel analisar
os resultados dos modelos que apresentaram os melhores desempenhos, segundo avaliagdo feita

pelos autores.

Tabela 7 — Resultados dos métodos analisados em Dhankhad, Mohammed e Far (2018)

Modelo Acuracia Precisao Revocacio F1-Score
RF 94.59% 95% 95% 95%
XGB 94.59% 95% 95% 95%
KNN 94.25% 91% 91% 91.83%
LR 93.91% 94% 94% 94%
GB 93.58% 94% 94% 94%
DT 90.8% 91% 91% 91%
SVM 93.23% 93% 93% 93%

Fonte: adaptada de Dhankhad, Mohammed e Far (2018).

Jiang et al. (2018) propdem para solu¢do do problema de detec¢do de fraudes uma
abordagem em quatro etapas. A intencdo dos autores na criagdo dessas etapas € extrair o
comportamento dos usuarios da melhor forma possivel, sendo assim a primeira etapa ¢ o pré-
processamento dos dados e envolve o agrupamento da base de usudrios por seu nivel de gastos
nas transacdes. Com esse agrupamento, novas caracteristicas sdo extraidas e o conjunto de
dados ¢ enriquecido com dados agrupados. J4 a segunda etapa deste método € realizar um novo
agrupamento, mas agora utilizando o critério de padrdo de comportamento dos donos dos
cartoes de crédito. O proximo passo € classificar os padrdes de comportamento analisado pelas
etapas anteriores e associd-los aos usudrios que o possuem. A ultima etapa envolve a atualiza¢ao
do perfil comportamental dos usudrios a partir de mecanismos de feedback, o objetivo desta ¢
vencer a barreira da deriva conceitual. Apds todas as etapas de agregacdo os algoritmos
selecionados para detec¢do foram o LR e RF. Utilizando esses algoritmos foram criados
modelos utilizando o novo conjunto de dados com caracteristicas comportamentais dos usudrios

e modelos utilizando apenas o conjunto de dados inicial. O método proposto pelos autores
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apresentou, em média, melhores resultados de revocacdo e acuracia em relagdo ao treinamento
dos modelos utilizando o conjunto de dados inicial. Os resultados foram ainda melhores com a

utilizagdo da técnica de feedback.
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5 ESTUDO COMPARATIVO

5.1 METODO PROPOSTO

Implementar e testar os modelos utilizando o conjunto de dados da Universidade Livre
de Bruxelas (ULB)!. Para este trabalho os modelos utilizados foram selecionados a partir dos
artigos de referéncia. Para escolher os algoritmos que seriam implementados, foram utilizados
os seguintes critérios: modelos que ndo utilizassem a técnica de comité de classificadores, por
questdes de complexidade computacional exigida e modelos que possuem implementacao
descrita, pois parte dos artigos descreve os resultados dos modelos, porém sem detalhes da
implementagdo. A partir desses critérios, os modelos selecionados para implementacao foram:
CNN, DT, GB, KNN, LR, RF, Poly SVM, Sigmoid SVM e trés arquiteturas diferentes de NN.
O modelo CNN foi implementado utilizando o modulo do TensorFlow, ja os outros modelos
citados sdo provenientes do médulo SKLearn.

Como critério de comparacao, foram utilizados métodos bem estabelecidos de avaliacao
de modelos de aprendizagem de méaquina como acuracia, precisao, revocacao, F1-Score e ROC
AUC. No quadro 2 ha um detalhamento dos critérios citados e como eles sao calculados, onde
VP representa a quantidade de verdadeiros positivos, o FP representa a quantidade de falsos

positivos, VN a quantidade de verdadeiros negativos e FN a de falsos negativos.

Quadro 2 — Forma dos célculos dos critérios de comparagdo

Critério Calculo

Acuracia (VP +VN)/ VP +FP + VN + FN

Precisdo VP / VP +FP

Revocagao VP/VP+FN

F1-Score (2 * Precisao * Revocagdo) / Precisdo + Revocagao
ROC AUC area do grafico onde o eixo X é VP e o eixo Y ¢ FP

Fonte: O autor (2022).

Para que a comparagao das métricas entre cada modelo fosse realizada de forma precisa,
foi utilizado o teste estatistico Wilcoxon, que é um teste ndo paramétrico pareado, € uma
alternativa para o teste t-Student quando as amostras ndo seguem distribuicdo normal. No

quadro 3, ¢ descrito quais hipdtese nula e alternativa foram utilizadas.

! Disponivel em: <https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud> Acesso em: 22 set, 2022.
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Quadro 3 — Hipoteses utilizadas no teste Wilcoxon

Hipotese

HO | A distribui¢ao da métrica avaliada € igual para o par de modelos testados

H1 | A distribui¢ao da métrica avaliada ¢ diferente para o par de modelos testados
Fonte: O autor (2022).

5.2 RESULTADOS DA AVALIACAO

Os resultados foram obtidos realizando o método proposto na sessdo anterior. Para
analise desses resultados, foi comparado o desempenho dos modelos para cada métrica
individualmente. Os valores foram gerados a partir de testes de validagdo cruzada, utilizando
30 subconjuntos, com esses resultados diagramas de caixa foram criados, utilizando todos os
valores obtidos. Graficos em barra também foram gerados a partir da média dos valores obtidos

em cada métrica, para cada modelo.

Figura 3 — Grafico em barra da métrica acurdcia para os modelos testados
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Fonte: O autor (2022).

A acurdcia ¢ a métrica que avalia qual percentual das previsdes foi realizado
corretamente, por isso seu calculo ¢ feito a partir do nimero de previsdes corretas sobre o
namero total de previsdes. Na figura 3 ¢ evidenciado que em relag@o a acuracia, ha resultados
bastante favoraveis para os modelos como RF, LR, GB que obtiveram o maior resultado com

pontuacao de 0.94, ja o modelo DT obteve um resultado bastante similar de 0.92.
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Figura 4 — Grafico da métrica F1-Score para os modelos testados

Comparacao entre os modelos

1.0 - %
sod o
08 1 o o o) T
= =
0.6 -
[
0.4 -
o
0.2 - N
8
o)
0.0 -+ o |

Qo
(,\Q
Fonte: O autor (2022).

Figura 5 — Grafico em barra da métrica F1-Score para os modelos testados
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Fonte: O autor (2022).

Na figura 5 ¢ evidenciado que em relag@o ao F1-Score, ha resultados bastante favoraveis
para os modelos como RF, LR, GB que obtiveram o maior resultado com pontuagdo de 0.94, ja

o modelo DT obteve um resultado bastante similar de 0.92. Na figura 4 ¢ possivel observar que
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mesmo com bons resultados o modelo LR apresenta mais valores discrepantes em relacdo aos
seus pares de mesma pontuagdo. Enquanto isso os outros modelos ndo apresentaram resultados
muito interessantes. A pontuagdo F1 ¢ a média harmdnica ponderada de precisdo e evocacao
que ¢ uma medida abrangente e de equilibrio (Li et al. 2021), sendo assim muito importante

para treinamento de modelos onde o conjunto de dados ¢ bastante desbalanceado.

Figura 6 — Grafico da métrica ROC-AUC para os modelos testados
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Fonte: O autor (2022).
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Figura 7 — Grafico em barras da métrica ROC-AUC para os modelos testados
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Fonte: O autor (2022).

A area sob a curva ROC ¢ uma métrica que relaciona a recordagdo da classe positiva
(taxa de verdadeiro positivo) com a recordagdo da classe negativa (taxa de falso positivo). No
contexto de fraude de cartdo de crédito, o nimero de exemplos negativos excede em muito o
numero de exemplos positivos. Consequentemente, uma grande mudanga no niimero de falsos
positivos seria refletida pelo ROC por meio de uma mudanga muito pequena na taxa de falsos
positivos (JURGOVSKY, 2018). E possivel ver a partir da figura 7 que os modelos que
apresentam os melhores resultados sdo os modelos mais simples e que também possuiram bons
resultados no F1-Score, como RF, LR, GB. Na figura 6 ¢ possivel observar que o RF, apesar
de possuir a maior mediana, também possui um nimero elevado de outliers, ja o GB possui

uma mediana melhor se comparada ao LR, porém com maior dispersao.
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Figura 8 — Grafico da métrica precisdo para os modelos testados
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Fonte: O autor (2022).

Figura 9 — Grafico da métrica precisdo para os modelos testados
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Fonte: O autor (2022).

A precisdo das transacgdes de fraude € o nimero de transagdes fraudulentas identificadas
corretamente, sobre o nimero total de transagdes classificadas como fraude. A taxa de falsos
positivos € o valor que representa o numero de transacdes genuinas que foram erroneamente
identificadas como fraude dentre todas as transagdes genuinas conhecidas (RYMAN-TUBB,

2018) e esse valor ¢ utilizado para o célculo da métrica de precisdo. A partir da figura 9 ¢
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possivel concluir que os modelos que apresentaram os melhores resultados sao RF, LR ¢ GB
com valores bastante similares aos das métricas citadas anteriormente. Na figura 8 ¢ possivel
ver que o modelo RF apresenta resultados muito préximos aos do modelo LR, porém com um
maior nimero de outliers, ja o modelo GB possui uma dispersdo maior em relacdo aos outros

dois modelos.

Figura 10 — Grafico da métrica revocag@o para os modelos testados
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Fonte: autor (2022).
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Figura 11 — Grafico em barras da métrica revocagdo para os modelos testados
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Fonte: O autor (2022).

A taxa de revocagdo mede a taxa de detecc¢ao de todos os casos de fraude (XUAN, 2018).
A figura 11 apresenta as porcentagens de revocagao para cada um dos modelos e nele ¢ possivel
ver modelos que ndo apresentaram resultados expressivos nas outras métricas, ganhando
destaque como ¢ o caso do CNN e NN v2. Na figura 10, ¢ possivel observar que os modelos
CNN e NN v2 possuem resultados com mediana no valor maximo e nenhum outlier. Apresentar
um bom resultado nesta métrica significa que o modelo tem uma boa taxa de identificagdo de
fraudes, porém ela ndo consegue representar a taxa de falsos positivos, por isso € importante a

utilizagcdo das métricas de forma conjunta.

5.3 RESULTADOS DOS TESTES ESTATISTICOS

Com os resultados de cada métrica avaliada, foram realizados os testes estatisticos, 0s
quais sdo apresentados nas tabelas a seguir. Os registros destacados em negrito sdo os valores
de alfa menores que 0.05, o que indica que os modelos avaliados no teste ndo possuem a mesma
distribuicdo entre si. Para os conjuntos de modelos que ndo possuem a mesma distribuicao,
foram realizadas comparagdes das médias dos valores de cada métrica para determinar os

modelos que obtiveram os melhores resultados
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CNN 1.0

RF 0.0 1.0

DT 00 005 1.0

LR 0.0 097 006 1.0

KNN 0.0 0.0 0.0 0.0 1.0

GB 0.0 073 001 093 0.0 1.0

NN vl 001 00 00 00 084 0.0 1.0

NN v2 1.0 0.0 0.0 0.0 0.0 0.0 0.01 1.0

NN v3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0

RBF SVM 0.0 00 00 0.0 038 0.0 0.43 0.0 0.0 1.0

Sigmoid SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.0 1.0
Poly SVM 0.0 00 00 0.0 013 0.0 0.51 0.0 0.0 0.01 0.0 1.0

Fonte: O autor (2022).
Nota: Os dados destacados em negrito representam os valores que ndo passaram na hipdtese nula

A tabela 8 apresenta os resultados do teste estatistico feito com a métrica F1-Score.

Segundo o resultado dos testes realizados, os modelos CNN e NN v2 apresentaram a mesma

distribuicdo entre si, assim como o conjunto de modelos RF, LR, DT e GB, além deles os

modelos KNN, NN v1, RBF SVM e Poly SVM também apresentaram a mesma distribui¢cao

entre si. Comparando as médias dos modelos pertencentes a cada conjunto, chega-se a

conclusdo de que os modelo RF, LR, DT e GB apresentaram os melhores resultados para essa

métrica.
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OW RF DT LR KN G U1 T g TR sve
CNN 1.0
RF 0.0 1.0
DT 00 027 1.0
LR 00 08 023 1.0
KNN 00 0.0 0.0 0.0 1.0
GB 00 02 09 015 0.0 1.0
NN vl 00 0.01 0.0 001 0.08 0.01 1.0
NN v2 10 00 0.0 0.0 0.0 0.0 0.0 1.0
NN v3 00 00 00 00 0.01 00 o0.01 0.0 1.0
RBF SVM 00 00 00 00 025 00 043 0.0 0.0 1.0
Sigmoid SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.0 0.33 0.0 1.0
Poly SVM 00 0.0 0.0 0.0 0.0 0.0 0.16 0.0 0.0 0.0 0.0 1.0

Fonte: O autor (2022).
Nota: Os dados destacados em negrito representam os valores que ndo passaram na hipdtese nula

A tabela 9 apresenta os resultados do teste estatistico feito com a métrica revocagao.

Segundo o resultado dos testes realizados, os modelos CNN e NN v2 apresentaram a mesma

distribuicdo entre si, assim como o conjunto de modelos RF, LR, DT e GB, além deles os

modelos KNN, NN vl e RBF SVM também apresentaram a mesma distribui¢ao entre si, assim

como os modelos NN v3 e Sigmoid SVM. Comparando as médias dos modelos pertencentes a

cada conjunto, chega-se a conclusio de que os modelo CNN e NN v2 apresentaram os melhores

resultados para essa métrica.



Tabela 10 — Resultados dos testes de Wilcoxon para métrica acuracia

41

CNN 1.0

RF 0.0 1.0

DT 00 001 1.0

LR 0.0 09 0.03 1.0

KNN 0.0 0.0 0.0 0.0 1.0

GB 0.0 1.0 0.01 0.89 0.0 1.0

NN vl 0.0 0.0 0.0 0.0 0.4 0.0 1.0

NN v2 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0

NN v3 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 1.0

RBF SVM 002 00 00 0.0 0.0 0.0 0.06 0.02 0.95 1.0

Sigmoid SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
Poly SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.08 0.0 091 0.82 0.0 1.0

Fonte: O autor (2022).
Nota: Os dados destacados em negrito representam os valores que ndo passaram na hipdtese nula

A tabela 10 apresenta os resultados do teste estatistico feito com a métrica acuracia.

Segundo o resultado dos testes realizados, os modelos CNN e NN v2 apresentaram a mesma

distribuicdo entre si, assim como o conjunto de modelos RF, LR, e GB, além deles os modelos

KNN e NN vl também apresentaram a mesma distribui¢do entre si, assim como os modelos

NN v1, NN v3, RBF SVM e Sigmoid SVM. Comparando as médias dos modelos pertencentes

a cada conjunto, chega-se a conclusdo de que os modelo RF, LR, e GB apresentaram os

melhores resultados para essa métrica.
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Tabela 11 — Resultados dos testes de Wilcoxon para métrica ROC AUC

CNN RF DT LR KNN GB

NN NN NN RBF Sigmoid Poly
vl v2 v3 SVM SVM SVM

CNN

RF

DT

LR

KNN

GB

NN vl

NN v2
NN v3
RBF SVM

Sigmoid SVM  0.14

Poly SVM

1.0
0.0
0.0
0.0
0.0
0.0
0.0
0.5
0.0
0.0

0.0

1.0
0.0
0.14
0.0
0.12
0.0
0.0
0.0
0.0
0.0
0.0

1.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

1.0
0.0
0.55
0.0
0.0
0.0
0.0
0.0
0.0

1.0
0.0
0.05
0.0
0.14
0.0
0.0
0.0

1.0
0.0
0.0
0.0
0.0
0.0
0.0

1.0

0.0 1.0
0.01 0.0 1.0

0.0 0.0 0.03 1.0

00 017 0.0 0.0 1.0

0.0 0.0 0.04 042 0.0 1.0

Fonte: O autor (2022).
Nota: Os dados destacados em negrito representam os valores que ndo passaram na hipdtese nula

A tabela 11 apresenta os resultados do teste estatistico feito com a métrica ROC AUC.

Segundo o resultado dos testes realizados, os modelos CNN, Sigmoid SVM e NN v2

apresentaram a mesma distribui¢do entre si, assim como o conjunto de modelos RF, LR, e GB,

além deles os modelos KNN, NN v1 e NN v3 também apresentaram a mesma distribuicdo entre

si, assim como os modelos NN v2 e Sigmoid SVM e os modelos RBF SVM e Poly SVM

também. Comparando as médias dos modelos pertencentes a cada conjunto, chega-se a

conclusdo de que os modelo RF, LR, e GB apresentaram os melhores resultados para essa

métrica.
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CNN 1.0

RF 0.0 1.0

DT 0.0 0.0 1.0

LR 0,0 092 0.0 1.0

KNN 0.0 0.0 0.0 0.0 1.0

GB 0.0 022 0.0 032 0.0 1.0

NN vl 0.0 0.0 0.0 0.0 0.1 0.0 1.0

NN v2 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0

NN v3 051 00 00 0.0 0.01 0.0 0.0 0.51 1.0

RBF SVM 0.03 0.0 0.0 0.0 0.0 0.0 0.01 0.03 0.07 1.0

Sigmoid SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.95 0.0 1.0
Poly SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.03 0.0 0.04 0.64 0.0 1.0

Fonte: O autor (2022).
Nota: Os dados destacados em negrito representam os valores que ndo passaram na hipdtese nula

A tabela 12 apresenta os resultados do teste estatistico feito com a métrica precisao.

Segundo o resultado dos testes realizados, os modelos CNN, NN v2 e NN v3 apresentaram a

mesma distribuicdo entre si, assim como o conjunto de modelos RF, LR, e GB, além deles os

modelos KNN e NN v1 também apresentaram a mesma distribui¢do entre si, assim como 0s

modelos NN v2 e NN v3 e os modelos NN v3, RBF SVM e Sigmoid SVM também.

Comparando as médias dos modelos pertencentes a cada conjunto, chega-se a conclusio de que

os modelo RF, LR, e GB apresentaram os melhores resultados para essa métrica.
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6 CONCLUSAO

Este trabalho avalia o desempenho dos seguintes modelos de aprendizagem de maquina:
CNN, DT, GB, KNN, LR, NN, Poly SVM, Sigmoid RVM, RBF SVM e RF utilizados para
superar o desafio de detec¢do de fraudes de cartdo de crédito. A identificagdo de fraudes possui
diversas dificuldades que ainda ndo foram superadas de maneira satisfatoria como o grande
desbalanceamento das classes, deriva conceitual ¢ dificuldade na obtengao de base de dados.
Sendo assim neste trabalho foi realizada uma comparagao entre os modelos que apresentavam
os melhores desempenhos de detec¢gdo mesmo em um contexto com tantos desafios.

Os modelos GB, LR e RF que podem ser considerados modelos simples, apresentaram
bons resultados com o desempenho superior a todos os outros modelos testados. Na maioria
das métricas utilizadas, esses modelos apresentaram resultados superiores em relagdo aos
outros. Na métrica F1-Score, os trés modelos obtiveram o resultado de 94% que foi, na média,
2% maior que DT e 27% maior que o CNN e NN v2. Ja na métrica ROC AUC, o RF se
apresentou como melhor modelo, sendo 1% melhor em relacdo ao GB e LR, empatados com
97%, e 6% maior que o quarto melhor modelo DT. Para a métrica de precisdo, os modelos RF
e LR empataram com média de 97%, que foi superior em 1% em relagdo ao resultado obtido
com GB, 5% maior em relacdo ao modelo DT, e 26% superior ao modelo NN v1. Ja na
revocagao, temos um cenario diferente, onde o CNN ¢ NN v2 obtiveram o resultado de 100%,
e foram os modelos que melhor desempenharam nessa métrica, com valor 7% maior que o
modelo GB e 8% maior em relagdo ao DT.

A partir dos testes estatisticos foi possivel perceber que os modelos GB, LR e RF, que
apresentaram os melhores desempenhos, possuem a mesma distribui¢do para todas as métricas
avaliadas. Com isso pode-se concluir que os trés modelos empataram no primeiro lugar, ja a
hipotese de que o modelo CNN possui bom desempenho para resolugdo do problema, ndo pode

ser comprovada, pois 0 modelo apresentou bons resultados em apenas uma das métricas.
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7 TRABALHOS FUTUROS

Com base no trabalho realizado, os trabalhos futuros podem seguir a utilizagdo de uma
base de dados com caracteristicas ndo anonimizadas para que se possa realizar uma analise mais
detalhada do impacto de cada caracteristica no processo de deteccdo de fraude, possibilitando
também a engenharia de recursos combinando caracteristicas. Além disso, a utilizagdo de
diferentes arquiteturas de modelos de aprendizagem profunda como o CNN, que mesmo nao
obtendo bons resultados no trabalho ¢ um modelo ainda pouco explorado para esse tipo de
solugdo. Outro ponto que pode ser considerado € que para a aplicacdo de um modelo de
aprendizagem de maquina em um ambiente real ¢ importante que o tempo de processamento
seja considerado como critério de avaliagdo, pois € necessario que o modelo seja rapido o
suficiente para realiza¢do de uma andlise transacional em tempo habil.

Como limitagdes do método proposto ¢ possivel listar a deriva conceitual, ja que os
modelos sdo treinados a partir de um conjunto de dados em um momento especifico, porém o
comportamento dos usudrios vai se modificando ao longo do tempo e isso faz com que os
modelos treinados ndo se adaptem a essa mudang¢a sem um novo treinamento. Além disso, como
o conjunto de dados utilizado passou por um processo de analise de componentes principais,
ndo ¢ possivel identificar quais sdo as caracteristicas mais relevantes para o processo de
detec¢do de fraudes e isso limita a analise dos fatores relevantes para identificagao de transagdes
fraudulentas. Um importante ponto de ameaga a ser analisado ¢ que as transa¢des fraudulentas
sdo identificadas a partir de um padrdo comportamental, porém esse padrdo ndo estd
individualizado, sendo assim os modelos apresentados podem causar friccao na experiéncia de
usuarios com padrdes comportamentais destoantes da maioria dos usudarios, mesmo havendo

um padrdo seguido para as transagdes desse mesmo cliente.
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