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ABSTRACT

The industry and academia have been paying much attention to autonomous vehicles
(AV) since this technology promises to increase mainly road safety and fuel efficiency. Vehicle
platooning is a sub-field of AVs that aims to group vehicles on the road to achieve those benefits.
Usually, the formation is a leader vehicle that guides the follower vehicles to the destination.

This work systematically reviews relevant articles from the literature about security in
vehicle platooning. The goals are to point out the main security issues and current solutions,
identify research tendencies and give future research directions for security in vehicle platooning.

The analysis showed that network and application-layer issues are the only topics in
vehicle platooning articles. In contrast, the autonomous vehicles (AV) field also includes system
issues. The issues in the platoon realm are related to string stability, and the solutions try to
prevent them from getting broken. Moreover, although the general field (AV) and the sub-field
(platoon) don’t share many vulnerabilities, malware attacks were identified as potential threats to
platoons.

Despite these findings, the chosen parameters for this systematic review limited the
achievement of more accurate results about the research tendencies and gaps in the platoon field.
Using the same methodology, future systematic reviews on this theme shall improve the search
term and increase the number of reviewed articles.

Keywords: Security, Vehicular Platooning, Platoon stability



LIST OF FIGURES

Figure 1 – Nearest Neighbor and Leader-to-All topologies. Image from [1]. . . . . 12
Figure 2 – Vehicle’s electronic control units. Image from [2]. . . . . . . . . . . . . 13
Figure 3 – VANET network. Image from [3]. . . . . . . . . . . . . . . . . . . . . 14

Figure 4 – Articles’ AD target . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Figure 5 – Articles about AD vulnerabilities . . . . . . . . . . . . . . . . . . . . . 23
Figure 6 – Articles about Platoon vulnerabilities . . . . . . . . . . . . . . . . . . 23
Figure 7 – Target layer in AD articles . . . . . . . . . . . . . . . . . . . . . . . . 23
Figure 8 – Target layer in Platoon articles . . . . . . . . . . . . . . . . . . . . . . 24
Figure 9 – Defense and Attack articles (AD and Platoon) . . . . . . . . . . . . . . 24
Figure 10 – Platoon topologies in the articles . . . . . . . . . . . . . . . . . . . . 25
Figure 11 – Platoon heterogeneity in the articles . . . . . . . . . . . . . . . . . . . 25
Figure 12 – Experiments in the articles . . . . . . . . . . . . . . . . . . . . . . . 25
Figure 13 – AD Research Tendency . . . . . . . . . . . . . . . . . . . . . . . . . 26



LIST OF TABLES

Table 1 – Sample of sources classification sheet . . . . . . . . . . . . . . . . . . . 19
Table 2 – Sample of article’s context and results summarization . . . . . . . . . . 20
Table 3 – Sample of labeling summarized context . . . . . . . . . . . . . . . . . . 21

Table 4 – Remaining articles along the phases . . . . . . . . . . . . . . . . . . . . 22



LIST OF ACRONYMS

ACC Adaptive Cruise Control
AV Autonomous vehicle
CAPES Coordination for the Improvement of Higher Education Personnel
C-V2X Cellular Vehicle-to-Everything
CACC Cooperative Adaptive Cruise Control
CAN Controller Area Network
CPS Cyber-Physical system
DoS Denial of service
ECU Electronic Control Unit
LiDAR Light Detection and Ranging
OBU On-Board unit
PUF Physical Unclonable Function
RSU Roadsite unit
SLR Systematic Literature Review
VANET Vehicular Ad-Hoc Network



CONTENTS

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 PLATOON CONTROL STRATEGY . . . . . . . . . . . . . . . . . . . . . 11
2.2 PLATOON NETWORK TOPOLOGIES . . . . . . . . . . . . . . . . . . . 11
2.3 PLATOON HETEROGENEITY . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 VEHICULAR COMMUNICATION AND NETWORKS . . . . . . . . . . 13
2.4.1 Intra-vehicular network . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.2 Vehicule-to-everything communication (V2X) . . . . . . . . . . . . . . . 13
2.4.3 VANET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 PLATOON VULNERABILITIES . . . . . . . . . . . . . . . . . . . . . . . 15
2.5.1 Application layer and perception . . . . . . . . . . . . . . . . . . . . . . 15
2.5.2 Network layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5.3 System layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 RESERCH QUESTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 ARTICLE COLLECTION . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 INCLUSION AND EXCLUSION CRITERIA . . . . . . . . . . . . . . . . 18
3.4 DATA EXTRACTION AND SYNTHESIZATION . . . . . . . . . . . . . . 19
3.4.1 Deviation from protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4 RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5 DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.1 VULNERABILITY DIFFERENCES . . . . . . . . . . . . . . . . . . . . . 27
5.2 SOLUTION PROPOSALS . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.3 TENDENCIES AND STUDY LIMITATIONS . . . . . . . . . . . . . . . . 30

6 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33



999

1
INTRODUCTION

In the last years, the number of road accidents has increased around the world [4]. Most
road accidents have the root cause of humans as they can lose attention and get distracted [5].
Because of that, Autonomous vehicle (AV) have drawn much attention from the industry and
research community since the technology promises to increase road safety, capacity, and fuel
efficiency. s An autonomous vehicle is a Cyber-Physical system (CPS) that integrates cameras,
LiDAR, and sensors in a physical system capable of mobility. From those components, the
vehicle software can perceive the environment and make decisions about braking and steering.
Due to these systems interacting with the physical world, cyber attacks can cause significant or
even catastrophic damage [6]. The sensors are part of the attack surface in autonomous vehicle
systems, and they may be vulnerable to false data injection attacks and adversarial-object attacks
[7]. Nonetheless, the automotive industry wants to achieve a level-5 of automation where the
vehicles can automatically park themselves and pick up the users [8]. Those capabilities can only
be possible by connecting the car to the Internet. Vehicle networks, like sensors, have their set of
vulnerabilities, including Denial of service (DoS), replay attacks, and packet falsification [9].

As a sub-field of AV, there is vehicle platooning. Platooning is a group of vehicles on
the road in formation, and usually, there is a leader vehicle conducted by humans, serving as a
guide for other vehicles (followers). From an industry perspective, the most notable advantage
of this system is cost reduction (human resources for driving). However, that is not the only
one. Since vehicles are controlled by software, they can efficiently travel along the road with a
small distance between each other, increasing the lane capacity [10]. The close gaps also reduce
air pollution and save fuel due to lower air resistance experienced by the following vehicles.
Some experiment results showed the reduction could reach up to 8% in specific conditions [11].
Furthermore, the benefits of vehicle platooning extend beyond the industrial realm; individual
vehicles can join a platooning to take most of the advantages discussed previously [12].

This work aims to systematically review the literature in order to identify the main
security issues in platoon systems, along with the proposed solutions for such problems. As
platooning involves a group of self-driving vehicles, it is subject to the same security concerns as
autonomous vehicles. For this reason, this research has three specific goals: compare security
issues between the autonomous driving realm and platoon field, identify research gaps, and
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examine how the academic community has addressed security issues by analyzing the number of
papers published in the last years.

The organization of this work is as follows. Chapter 2 presents some essential concepts
to give the reader the foundational knowledge to comprehend the results and discussion. Chapter
3 outlines the selection criteria and steps taken for this systematic review. Chapter 4 presents all
the findings regarding platooning-specific issues, solutions, and research tendencies. Chapter
5 gathers the results, gives them meaning, and the chosen methodology’s advantages and
disadvantages. Chapter 6 closes this work, summarizes the discussion, and suggests the next
directions for this research.
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2
BACKGROUND

Vehicle platooning has an exclusive set of concepts like control strategy, network topol-
ogy, platoon stability, and vehicle heterogeneity. Furthermore, it shares some of its concepts with
autonomous vehicles, such as vehicle networks and vehicular vulnerability classification. The
following sections explain what those concepts are and what challenges and security threats they
bring to this research field.

2.1 PLATOON CONTROL STRATEGY

The platooning control strategy is the algorithm that controls the speed of the platooning
vehicles to maintain the desired gap between them. The distance between the string nodes is
chosen based on fuel saving and risk analysis. By keeping the vehicles close to each other, the
fuel is saved due to lower air resistance experienced by them. Hence the engine needs to apply
less force to maintain the vehicle velocity. In addition, the road capacity is improved since more
cars can fit on the road [12]. However, some threats come from reducing the gap inadvertently
since it takes time for the vehicles to stop after braking the command, and the other vehicles may
not have enough time to stop, potentially causing a collision [13].

Those threats are inherent to the system, and it’s necessary to have risk management.
But, there are some vulnerabilities that exploit the platooning control strategy in diverse ways.
These cyber-attacks aim to break the platoon’s stability, thus affecting the distance between the
group’s vehicles. Section 2.5 presents some of these vulnerabilities.

2.2 PLATOON NETWORK TOPOLOGIES

As a collection of vehicles targeting to reach the destination, the platoon vehicles need
to be interconnected to synchronize braking and acceleration, enabling the system to realize
the advantages discussed in the previous sections. Some network topologies were proposed
by academia to guarantee that, and they can be organized into two practical groups: Nearest

Neighbor, and Leader-to-All [1].
The nearest neighbor topologies are all arrangements for connecting vehicles to the
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nearest nodes. For instance, in predecessor following topology, every vehicle connects to its
immediate neighbor unidirectionally. Nonetheless, there is the bidirectional topology, where the
vehicles are interconnected to their direct front and back vehicles [1].

In leader-to-all topologies, the leader vehicle is connected to all the nodes of the platoon.
Such as nearest neighbor topologies; they also can be unidirectional and bidirectional. Com-
pared to the previous topologies, all vehicles communicate directly with the leader. Thus, if a
malicious vehicle is in the network, the other vehicles would not be affected unless the leader is
compromised.

Figure 1: Nearest Neighbor and Leader-to-All topologies. Image from [1].

2.3 PLATOON HETEROGENEITY

Most of the platooning research has been focused on homogeneous platooning, where
all vehicles in the platoon have the same characteristics, such as size, weight, and performance
(same vehicle model). That scenario may be actual in the logistics industry where trucks are
used. However, platooning is also applicable to regular vehicles like cars. On the road, cars of
different models will be traveling, and if they are organized as a platoon with a control system,
the road capacity and traffic flow can be increased [14].

The Cooperative Adaptive Cruise Control (CACC) is a car system that aims to control
the vehicle’s speed on the road by using wireless communication to share information with other
close cars. It’s the collaborative version of Adaptive Cruise Control (ACC), the system able to
maintain the car under a velocity by braking and accelerating the vehicle when it’s necessary.
Theoretically, in a highway that can accommodate 8,200 vehicles/h, if all vehicles use CACC,
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the road capacity could reach 10,500 vehicles/h [15].

2.4 VEHICULAR COMMUNICATION AND NETWORKS

There are some communication and network protocols with active research on au-
tonomous vehicles. They can be categorized according to the type of devices that participate in
the network.

2.4.1 Intra-vehicular network

Regarding the communication between the vehicle components and mobile-to-vehicle
communication, they form the in-vehicle network [16]. The Controller Area Network (CAN) is
a lightweight serial and asynchronous network protocol to connect the Electronic Control Units
(ECUs). Such as some traditional serial communication protocols it has a bus to transfer data
shared by all the components. Also, it aimed to be lightweight and less robust. Hence it lacks
authentication of the connected components and data encryption during transfer. For example, if
some of the components are compromised by malware, other parts can also be affected [2].

Figure 2: Vehicle’s electronic control units. Image from [2].

2.4.2 Vehicule-to-everything communication (V2X)

In addition to the communication among internal electronic components of the vehicle,
the vehicle can also communicate with the road infrastructure and other vehicles; they are
called vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V), respectively. The vehicle-to-
everything (V2X) is the generalization and communication to any component of an autonomous
driving infrastructure [17].

The Cellular Vehicle-to-Everything (C-V2X) is a V2X communication technology built
on cellular networks. The idea is to use cellular infrastructure to create a reliable channel for
the vehicles on the road to communicate with each other. It has different names depending



141414

on its cellular network type: LTE-V2X for 4G and 5G-V2X for 5G infrastructure. As this
communication technology occurs over a cellular network infrastructure, it inherits any associated
issues. Although cellular networks have been implemented and used for some years, security
issues may still be encountered. For instance, an attack scenario that can cause a DoS on the
vehicles communicating through this technology have been discovered in [18].

2.4.3 VANET

VANET is a vehicular ad-hoc network that enables V2V and V2I communication. To
achieve this, it relies on Roadsite units (RSUs) as part of the infrastructure to provide authentica-
tion, security, and communication to the vehicles. In addition, vehicles must also have On-Board
units (OBUs) installed to participate in VANET communication [3]. The network infrastructure
facilitates sharing crucial information, such as traffic updates, road conditions, and collision
warnings, to optimize route planning [19], for instance.

Figure 3: VANET network. Image from [3].

To ensure network scalability, the protocol projects multi-hop communication, which
includes vehicles as intermediate nodes. The protocols utilized over the VANET network must
consider the possibility of malicious vehicles. Otherwise, messages could arrive at the network
nodes in a tampered state. For instance, Geocast protocols enable vehicles to know the geo-
location of the neighbor cars. It does so by the vehicles periodically broadcasting beoconing

messages periodically [20]. If the protocol lacks mechanisms to preserve message integrity
as it passes through an intermediate node, features that rely on the Geocast protocol may be
compromised.
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2.5 PLATOON VULNERABILITIES

As a collection of autonomous vehicles, the platoon has its own vulnerabilities, most
targeting network and application layers. In contrast, system layer and perception vulnerabilities
are more common when considering the vehicles individually.

2.5.1 Application layer and perception

The application layer is the upper layer of the system. In platooning, the application layer
refers to the software (platoon control strategy) that manages the speed and distance between
the vehicles. That means vulnerabilities in this layer trick the software into making undesired
decisions. Some vulnerabilities in the application layer include replay attacks, sybil attacks,
spoofing attacks, and packet falsification, for instance. These vulnerabilities can cause severe
damage to the platoon system or even collisions with other vehicles. Replay attacks, for example,
eavesdrop on the messages exchanged by the participants, save them, and eventually send them.
Since the message’s integrity was kept, the members may believe it came from a legitimate sender
when actually it was sent by the attacker who captured the original messages. The received
message may not reflect the vehicle’s current state and can cause the system to make incorrect
decisions. In sybil attacks, the attacker fabricates fake vehicles in the network to deceive other
members and influence their decision-making. On the other hand, in spoofing attacks and packet
falsification, the attacker fakes messages on the network. The messages containing speed may
affect the string stability and potentially cause vehicle collisions. Unlike spoofing attacks, where
attackers impersonate legitimate senders to inject false data into the platoon system, packet
falsification involves modifying or deleting packets in transit. Some of those vulnerabilities are
possible because a vehicle can act as a relay node [21].

The perception layer is part of the application layer, but they are emphasized individually
for this work. The perception layer is the middle layer between decision-making (upper layer)
and the sensors (lowest layer) [22]. It’s where the vehicle reads the sensors’ data and recognizes
objects on the road. The most common vulnerability is the adversarial object attack, where
the attacker jams the sensors injecting false data to give the vehicle a wrong perception of the
environment [23]. That can cause the system to perceive the object with incorrect distances and
make unsafe decisions. Light Detection and Ranging (LiDAR) spoofing is a type of adversarial
object attack, in which the LiDAR sensor is tricked. The attacker can build an object using
a 3D printer, which can cause a sudden stop (emergency braking) decision by the car. The
consequences may be injuries to passengers or rear-end collisions [7]. There are countermeasures
for adversarial object attacks, like using multi-sensor fusion, which can be more robust since
different sources are used to recognize the environment. However, even the multi-sensor fusion
strategy can not secure the system completely for some attack scenarios, as seen in [24].
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2.5.2 Network layer

On the network layer, attacks do not target some functionality but communication. In
other words, the vulnerabilities prevent the application that relies on the network from functioning
correctly. Some vulnerabilities in the application layer include Denial of service (DoS) and radio

jamming. The DoS attack occurs when the target receives several requests or messages beyond
what it can process, causing service instability or even interruption. On the other hand, in a
radio jamming attack, the attacker broadcasts a radio signal on the same frequency as the one
used by the target network in order to send noise to the receiver and render legitimate messages
incomprehensible [3]. Both vulnerabilities compromise communication and can cause serious
accidents. Therefore, solutions for at least detecting attacks are necessary, so the vehicle under
attack or the platoon can downgrade the CACC system to ACC, as proposed in [21].

2.5.3 System layer

The system layer is where the firmware of the autonomous vehicle is, but it also includes
the sensor components. Attacks at this layer encompass forging sensors, modifying, or injecting
malware into the system [21]. For instance, the attacker can tamper with the sensor or upgrade
the vehicle software with a malicious version that can interfere with the sensor data, leading to
a wrong perception of the environment and bad decisions. The academia has been researching
Physical Unclonable Function (PUF), an additional physical layer to encrypt the communication
in a CAN network, to address attacks at this layer. For example, in [25], the proposed framework
authenticates each node in the network by using public-private key mechanisms enrolled in a
trusted environment (factory). This solution would reject ECU in a tampered state to be part of
CAN network.
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3
METHODOLOGY

This work uses Systematic Literature Review (SLR) as methodology, which provides
well-defined procedures for all phases of the literature review process, from article selection to
analysis. Using SLR improves the research’s reproducibility and facilitates comparisons between
methodologies.

Thus, aiming to ensure a rigorous and comprehensive review, this work first defines the
review protocol, which shares the same procedures in the guideline: Systematic literature reviews

in software engineering – A tertiary study [26]. Therefore, the protocol followed by this work
is: defining the research question, delimiting the source and amount of articles, outlining the
search term, establishing inclusion and exclusion criteria, selecting the papers, and extracting
and synthesizing data from the selected articles. All those phases are detailed in the following
sections.

3.1 RESERCH QUESTION

The motivation for this work is understanding the challenges from a security perspective
associated with the operation of vehicle platoons on public roads. By identifying the threats and
solutions, this study can address future research areas by highlighting the gaps and unexplored
topics. Thus, to guide this investigation, the research questions are:

� What are the autonomous vehicles and platoon vulnerabilities?

� What are the defense solutions for platoon and autonomous vehicles?

3.2 ARTICLE COLLECTION

As part of the article collection process, Google Scholar was chosen as the article indexer
for the search in the literature. Google Scholar is an extensive search engine that finds articles
from various journals, magazines, and newspapers.

To enable the research questions to be answered, a carefully crafted search term was
required. Therefore, locating articles more likely to demonstrate vulnerabilities and solutions to
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address security concerns become easier. As a result, the following search term was chosen:

(“security” OR “secure” OR “insecure” OR “cyber attack”) AND ("vehicle platoon”
OR “autonomous driving” OR “platooning” OR “connected vehicle” OR “vehicular
communication”)

In addition to the search term, search limits were required, and therefore, it was defined
that only articles from the first 10 pages of the search results would be included in this work.
Additionally, to obtain a more reliable snapshot of the current moment, all result pages were
accessed within a 3-hour interval.

A spreadsheet was created in Google Sheets to organize the article collection. In the first
tab, all the articles from the search were listed with their title, authors, year, and source. Using a
spreadsheet facilitates the filtering process in the next phase.

3.3 INCLUSION AND EXCLUSION CRITERIA

The next phase defined which articles would be selected from the articles pool. The
inclusion criteria refer to all the characteristics that must be present in the article. Conversely,
the exclusion criteria comprise the characteristics that are not acceptable.

Furthermore, to be able to analyze more articles and meet the deadline for this work, the
chosen inclusion criteria aimed to filter by quality. Therefore, more excellent guarantees exist
that the selected papers are backed by valid evidence. Among the criteria, this study uses the
Qualis metric, a quality classification based on the source of the article’s publication. The metric
was developed by Coordination for the Improvement of Higher Education Personnel (CAPES) in
Brazil, and it classifies sources from A1 (most relevant) to C (least relevant), with B1-B4 also
being used as intermediate labels [27]. As a result, the inclusion criteria are:

� English article

� Peer-reviewed article

� Source Qualis classification: A1-A3

Additionally, this SLR aims to identify only security threats related to the cyber layer
of vehicle platoons and potential solutions for these threats. In order to achieve this goal, the
following exclusion criteria were selected. The exclusion criteria were applied to the articles’
abstracts.

� Book. The reference cannot be a book since it usually does not point to recent
vulnerabilities and focuses more on concepts.
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� Articles that do not address security concerns related to autonomous vehicles and
platoons. Specifically, articles that do not demonstrate vulnerabilities/threats or
provide solutions or security improvements for AV systems.

� Articles that only measure the performance of a solution without addressing security
concerns.

� Articles that aim to improve an existing solution only for performance reasons,
without addressing security concerns.

During the first phase, all articles were gathered and organized in a spreadsheet. Each
source was carefully examined and classified based on its Qualis rate and whether or not it has
a peer-review process. To determine if the source has a peer-review process, the official page
of each source was consulted. For the Qualis rating, all references were classified based on the
Qualis rating list of the Post-Graduate Program in Computer Science at PUCRS, which compiles
the ratings of academic journals [28]. If that information was not available, the source was
declassified. The results of this process were recorded in a separate tab of the spreadsheet, which
included columns for each source’s Qualis rating, peer-reviewed status (Yes/No), whether or not
it was a book (Yes/No), and the website’s link that confirms the information.

Table 1: Sample of sources classification sheet

Source Peer-reviewed Qualis Book Reference

IEEE Transactions on Computers Yes A2 No Link

Proceedings - 12th IEEE International... Yes A4 No Link

IEEE Transactions on Industrial Informatics Yes A1 No Link

Proceedings - 3rd IEEE International... Yes A4 No Link

With all the necessary information about the sources, the articles were filtered according
to the defined inclusion criteria. Then, the abstracts of the remaining papers were read to assess
whether they fit the exclusion criteria. However, despite the relatively straightforward criteria,
the classification still has subjectivity. Additionally, it is essential to note that only one researcher
carried out the classification process.

3.4 DATA EXTRACTION AND SYNTHESIZATION

This work followed a thematic synthesis process adapted from [29] to identify the
vulnerabilities and solutions from the selected papers. The process consists of extracting three
types of data: publication details, the paper context, and results. The publication data is authors,
title, year, and source. The paper’s context includes the technologies and subjects of the article.
And finally, the results have the objective achieved with the work.

https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=12
https://proceedingsoftheieee.ieee.org/about/
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=9424
https://proceedingsoftheieee.ieee.org/about/
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The publication details do not need to be synthesized since they are already straightfor-
ward. Differently from publication details, which are usually straightforward, work context and
results do not follow a standardized pattern and may be scattered across different sections of the
articles. For instance, results are typically reported in a dedicated section or the conclusion. Still,
sometimes there is no explicit results section, and the information is described elsewhere in the
work [29]. Thus, to find them required to read articles in detail. Since the evidence is not the
focus of this work, the evidence details were disregarded in the reading phase.

To collect the context and results, the researcher summarized text segments from the
articles that appeared relevant. After reading all papers, it was possible to understand the potential
types of contexts in the works. Therefore, based on the summarized information of context and
results, labels were created for a subsequent generation of insights. The list of context and results
were recorded in the same spreadsheet used in the filtering process. The tables below provide an
example of the summarization and labeling process.

Table 2: Sample of article’s context and results summarization

Title ... Contexts Results

... ... - Defense solution
- Vehicular communication
- Proposes a Vehicular public-key infras-
tructure (VPKI) system
- Privacy protection: against honest-but-
curious entities, VPKI servers collude
- Review literature: VPKI system solu-
tions/projects/schemes
- Review literature: security/privacy re-
quirements on vehicle-VPKI interactions

- VPKI schemes comparison table
- Experiments were done by deploying
cloud servers
- The servers can serve on-demand requests
with very low delay

... ... - Vulnerability demonstration
- Multi-sensor (Camera and LiDAR) fusion
attack
- Adversarial 3D-printed object
- Novel attack pipeline: non-differentiable
target camera and LiDAR sensing systems
- Suggests some defense strategies: add
more one sensor (RADAR) and retrain
DNN models

- The attack succeeds 90% of the time
across different object types
- Simulations were done with Apollo AV
- Defense suggestion decreases the attack
success rate to 66%

... ... - Vulnerability demonstration
- Focused on platoon
- Platoon stability
- Assumption: some following vehicles
with malicious intentions
- Insider version of replay attack

- Theoretically, the attacker can control the
relative position and velocity of surround-
ing vehicles



Table 3: Sample of labeling summarized context

Context Labels

Adversarial 3D-printed object Vulnerability: Adversarial object

Adversarial Machine Learning to generate ad-
versarial examples

Vulnerability: Adversarial object
Strategy: Machine Learning
Strategy: Neural Network

Develop a platooning control strategy Solution: Platooning control strategy
Layer: Application

Develop an algorithm to identify intermittent
DoS attacks

Solution: Attack detection
Vulnerability: DoS
Layer: Network

Present security flaws of LTE-V2X Vulnerability presentation: New
Network: LTE-V2X
Network: Cellular

Survey vulnerabilities and defenses strategies
for Deep-Learning based autonomous driving

Vulnerability presentation: Review
Survey: Yes
Defense presentation: Review

The context segments labeled "Review literature" were excluded, as they do not represent
the primary purpose of the articles. Additionally, each context or result segment could have
multiple labels. Afterward, all papers were tagged according to their context and result labels.

3.4.1 Deviation from protocol

In the data extraction phase, text segments were collected from the articles. Then, in
the data synthesis phase, it became apparent that certain text segments would generate valuable
insights, but some papers lacked the necessary data for labeling. As a result, particular articles
had to be revisited to ensure proper labeling. This deviation from the protocol was necessary
due to three labeling criteria: platoon topology, platoon heterogeneity considerations, and
attack/defense experimentation.

Unlike the exclusion by criteria phase, the data extraction phase required reading the
articles fully, where only the abstract was analyzed. The researcher didn’t expect to find articles
meeting the exclusion criteria during the readings. However, such cases did occur. These articles
were excluded from the analysis as soon as it was determined that they were outside the scope of
this study.
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4
RESULTS

As a result of the filtering process, from 100 papers initially gathered from Google
Scholar, only 52 articles were included based on the inclusion criteria, and 15 papers were
excluded based on the exclusion criteria. During the data extraction phase, 1 article was
identified as out of the scope of this study. The total of selected articles was 36.

Table 4: Remaining articles along the phases

Phase Remaining articles

Article collection 100

Inclusion criteria application 52

Exclusion criteria application 37

Exclusion in data extraction 36

Out of the 36 reviewed papers, 21 focused on autonomous driving, while the remaining
15 were centered on platooning. The charts below show how many papers were found focusing
on particular vulnerabilities for the selected articles. The first chart displays how many articles
were found about platooning against general works related to autonomous driving. The second
and third charts focus on papers with a particular vulnerability as a theme.

Figure 4: Articles’ AD target
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Figure 5: Articles about AD vulnerabilities

Figure 6: Articles about Platoon vulnerabilities

The following two charts illustrate the number of papers categorized by the target layer.
The first focuses on general works related to autonomous driving, and the second on articles
related to platoon systems.

Figure 7: Target layer in AD articles
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Figure 8: Target layer in Platoon articles

To distinguish between studies that focused on vulnerabilities and those that presented
solutions in the context of platoon applications, the author categorized them into two groups:
Attack and Defense. Articles that identified new vulnerabilities were classified as Attack, while
those proposing solutions to known vulnerabilities were classified as Defense. Survey papers and
those proposing new features were excluded from this classification. The chart below displays
the number of articles in each category for both platoon and autonomous driving papers.

Figure 9: Defense and Attack articles (AD and Platoon)

This work also analyzed how academia has approached various platoon topologies and
considered platoon heterogeneity. The following charts indicate the number of papers that
consider a specific topology and their purpose: to propose a defense solution, a new functionality,
or an attack scenario. Additionally, the charts demonstrate how the studies have addressed
platoon heterogeneity. However, some papers did not clearly specify whether the considered
composition was heterogeneous or homogeneous or for which topologies their attack scenario or
solution is applicable. Such papers were classified as "Not specified". Moreover, surveys were
classified as "Not Applicable".



252525

Figure 10: Platoon topologies in the articles

Figure 11: Platoon heterogeneity in the articles

Additionally, this study evaluated how the papers have been validating their work.
The following chart displays that in the platoon and general autonomous driving works. The
experimentation methods were classified as Not Applicable, No, Physical-world, and Simulation.

Figure 12: Experiments in the articles
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To identify current research trends in platooning and autonomous driving, the chart below
displays the number of articles published in both scopes, with survey articles highlighted. All 36
selected papers were taken into account.

Figure 13: AD Research Tendency
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5
DISCUSSION

5.1 VULNERABILITY DIFFERENCES

This work’s theme is understanding the security challenges in vehicle platoons. Since a
platoon is a collection of vehicles that shares the same steering profile to get to the destination,
the first research question aimed to comprise the existence of differences between autonomous
driving vulnerabilities and platoon. From this review’s result, Figure 5 and Figure 6 display that
those realms don’t share many common vulnerabilities. Nevertheless, the target layers of those
vulnerabilities are similar. Most of the papers are about threats in the network and application
layer (including the perception layer), as displayed in Figures 7 and 8. According to the results,
the system vulnerabilities are limited to the autonomous driving domain, although platoons
can have their system compromised by malware or forged sensors. As pointed out in [30, 31]
malware is a threat to platoon systems. The consequences may be different from an autonomous
vehicle, given that the flaw might not keep the vehicle’s speed according to the platoon’s steering
profile or even prevent the nodes of the platoon from communicating with each other when they
are planning to break themselves. A compromised communication can cause severe damage in
platooning scenarios, as the vehicles are typically positioned close together to take advantage of
the lower air resistance and save fuel. However, if the platoon travels at high speed, not all nodes
may receive critical information, such as the lead vehicle’s intention to brake. Additionally,
threats arise when platoon members utilize forged sensors.

Some of the vulnerabilities observed only in the autonomous driving domain were
route spoofing and GPS spoofing. These vulnerabilities are classified as application-layer
vulnerabilities since they alter the system’s behavior through the application’s protocols, rather
than through injected malware. Route spoofing is a vulnerability that seeks to modify the route
selected by the software of the target vehicle. One way to accomplish this is by leveraging
the same principles and techniques used in a Sybil attack, by fabricating dummy vehicles in
the network and broadcasting their location to simulate a traffic jam, then making the software
take another route [32]. The GPS spoofing, on the other hand, is not a problem exclusive to
the scope of this study since the vulnerability lies within the GPS communication protocol.
Thus, other applications such as smartphone operating systems also suffer from the same issue.
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For the GPS sensor to work, it listens to signals sent by four or more satellites to determine
its geographical location [33]. However, the signals are not encrypted and neither there is an
authentication mechanism to verify the legitimacy of the source who sent the message. Therefore,
an attacker can fabricate GPS signals within a range aiming to trick the vehicles’ GPS receivers.
As demonstrated in [34], GPS spoofing is capable of causing vehicles to be diverted off-road
or taken the wrong way. Although, as also pointed out in the same study, AD systems use
other sensors to locate the vehicle in space. For example, the LiDAR sensor helps the vehicle
perceive its position relative to surrounding objects and buildings, thus contributing to making
GPS spoofing attacks not entirely effective, although still possible.

The vulnerabilities at the network layer in the autonomous driving domain are associated
with the papers investigating the threats in VANETs. Although VANETs can be utilized to
manage platoons [21], the identified articles aimed to propose and demonstrate network solutions
in general rather than specific to platooning. Typically, VANET packets hold information that
helps vehicles in the network visualize the other cars’ location on the road and also trace routes.
Since vehicles can serve as intermediate nodes in communication, the network may be vulnerable
to malicious nodes who falsify packets. Such packet falsification may cause the cars to make
incorrect decisions, such as leaving the road [34].

While the potential presence of malicious vehicles in VANETs is a concern, other
platoon papers have also highlighted an additional issue. Communication with platoon vehicles
is protected with cryptographic keys, regardless of topology, which mitigates the risk of packet
falsification for scenarios where the attacker is not part of the platoon [21]. However, the
leakage of cryptographic keys creates a new attack surface, enabling attackers to exploit the
communication protocol to manipulate the group’s behavior on the road. The consequences of
such attacks are comparable to the malware injection into the system. Vulnerabilities originating
from the presence of a malicious vehicle in the platoon are referred to as insider attacks [35]. In
contrast, insider attacks were not observed in autonomous driving articles because there is only
one internal agent in this context: the vehicle itself.

In addition to these threats to the application layer in VANET networks, the other appli-
cation threats that autonomous vehicles may face during their operations must also be considered.
The reviewed articles showed that techniques such as LiDAR spoofing and adversarial object

attacks alter the vehicle’s environment perception, leading to incorrect decision-making. Some
papers, for instance, exploit vulnerabilities in deep learning-based object system detection aiming
to find inputs that can cause misinterpretation or make the object invisible [7]. In these attack
scenarios, a possible consequence is a collision or improper lane deviation. Although these kinds
of attacks can compromise the stability of the platoon formation, and it was not observed in the
literature during the review, solving these issues from the research in the autonomous driving
field will benefit the platoon field.

Based on the articles reviewed, vulnerability studies in the platooning domain primarily
focus on disrupting the stability of the formation, thus, shared vulnerabilities between these
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domains are unlikely. On the other hand, since system-related problems, such as sensor tampering,
are inherent to individual vehicles, they are studied within autonomous driving. As a result, the
targeted layers are common, except for the system layer, for which no platooning-related studies
have been observed.

5.2 SOLUTION PROPOSALS

The author chose the second research to identify what solution the academia is proposing
to mitigate the vulnerability of autonomous driving and platoons found in the first research
question. The results of this investigation demonstrate that there are more studies seeking
solutions rather than presenting new attack scenarios (Figure 9). This trend is evident in both
fields of study. It was impossible to identify similar solutions among them, which is reasonable
considering that the challenges faced in each context are unique.

In the platoon realm, the most basic solution for a group under attack is to downgrade the
platoon to ACC [21]. In other words, the vehicles cease to behave as a group and begin taking
individual actions, prioritizing collision avoidance over maintaining the steering profile defined
by the platoon. However, the vehicle must first recognize that it is under attack to initiate a
downgrade. As a result, many of the reviewed works focus on developing solutions that identify
these threats during platoon operations. Among the reviewed papers, more optimized solutions
go beyond the basic principle. An example is the ability to recognize tampered communication
or communication from a malicious source, intending only to assimilate relevant and truthful
information [36]. The detection can also occur through the perception of the behavior of the
front or rear vehicle [37].

In the field of autonomous driving in general, the proposed solution works target the
network, application, perception, and system layers. Some observed topics were about intra-
vehicle security for secure communication between ECUs on CAN networks and solutions to
create a system capable of managing credentials and allowing anonymity of vehicles in VANETs
[25, 38, 39]. However, most articles proposed ways to prevent eavesdropping in vehicle-to-
vehicle networks such as VANET. Techniques such as communicating through directional
transmission with noise added in other directions were observed to ensure that only the intended
recipient receives the message [40, 41]. Those solutions are also applicable in platoons since
the formation is usually static, unlike communication between individual cars on the highway
where vehicles may be in different lanes, and lane-changing or passing is a common movement.
Despite this, no papers in the platoon domain applying this strategy were observed.

This study conducted a further observation from the reviews. Few studies in platoons pro-
posed security enhancements in topologies beyond predecessor-following (Figure 10). Together
with leader-to-all topologies, they are the simplest topologies and, therefore, good candidates
for testing solutions. However, they are not the best when the goal is a robust and distributed
system. Topologies such as k-nearest neighbors show great results in keeping the platoon’s
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formation stable when a malicious vehicle is in the group [1]. Nonetheless, this consideration
was not observed in the reviewed works. Thus, the question remains about how generalizable the
proposed solutions for platoons that choose to validate their studies based on a specific topology
are, given that different topologies entail different implementation complexities.

Similarly, the heterogeneity of the platoon is also a little-explored aspect in the literature
(Figure 11). A good portion of the reviewed articles considered the system homogeneous for
evaluative purposes, which can compromise the solution’s applicability to heterogeneous systems.
Although some papers have been categorized as “Not specified”, it is not unlikely that their
assumptions are similar to the ones that are considered homogeneous. During the reviews, no
variables or formulas were observed that considered the possibility that each vehicle could have
a different length or even the time that each vehicle model takes to decelerate, which would
affect the distance calculations between vehicles. However, to avoid errors due to a lack of more
profound technical knowledge on the subject, the author decided to keep them as “Not specified”.
Nevertheless, solutions for heterogeneous platoons are valuable. On the road, ordinary cars from
different manufacturers could join to compose a platoon and enjoy the advantages of reducing
fuel consumption and increasing road capacity. To make that solution feasible, there are already
studies exploring the possibility of creating protocols for dynamic platoon formation, where
vehicles can enter and leave the group when on a highway [12].

In addition, this research observed how the autonomous driving and platoon papers
validate their solutions (Figure 12). Since accidents in these domains can be catastrophic, the
results of solution evaluations must be highly reliable, therefore, experiments must be as close to
reality as possible. Most of the reviewed articles validate by doing some kind of experiment in
the real world or by simulation. However, a significant portion of the works was limited to theory
only, around 38% (excluding works not applicable for experimentation). This ratio is the same
for both fields of study (platoon and autonomous driving), but in the platoon domain, there are
more papers that conduct experiments through simulations rather than real-world applications.
It’s noteworthy that financial and spatial barriers hinder the validation of the concepts addressed
in the research. The lack of resources such as space and vehicles, as well as the need for machines
capable of performing complex simulations, make it impractical to proceed with the research
development in some cases. Given this, solutions such as cloud simulations, already discussed in
[23], may offer a viable alternative for researchers who wish to conduct experiments in a more
accessible and cost-effective manner.

5.3 TENDENCIES AND STUDY LIMITATIONS

This systematic review was conducted using a search term and parameters that resulted in
the inclusion of articles published from 2008 to 2022. The result analysis suggests that there has
been an increasing tendency over the years, although the tendency curve cannot be determined
precisely due to the defined limit of articles and the filtering based on the inclusion and exclusion



313131

criteria. Out of the defined limit of 10 pages on Google Scholar, which corresponds to 100
papers, only 36 remained (Table 4). Notably, research on platooning began in 2015 and has
maintained a constant quantity in the last three years, as shown in Figure 13. However, these
results may not fully reflect the real trend, as among the reviewed works, a survey indicates that
there are many more articles on platooning than shown [42]. That paper presented other surveys
dating back to 2011, which suggests that there have been more studies in this field in previous
years.

In addition, the methodology adopted may have caused bias in the results obtained since
the search term used ended up highlighting vulnerabilities in autonomous vehicles more promi-
nently than vulnerabilities in platooning. Although the goal was to understand the differences
between these two domains, the wrong choice of the search term may have impacted the results.
To address this issue, a possible solution would be to perform two separate searches: one to exclu-
sively evaluate vulnerabilities in platooning and another to assess vulnerabilities in autonomous
vehicles. This approach would allow for a more comprehensive and accurate analysis of the
differences between these two domains. Moreover, the chosen inclusion and exclusion criteria
may have hindered the detection of novel vulnerabilities, potentially missing key areas for future
research. However, due to the deadline constraints, the author prioritized criteria ensuring the
quality of the included articles without evaluating the evidence of the studies.
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6
CONCLUSION

After conducting this systematic literature review, the results suggest that while platoon-
ing involves a group of vehicles intending to arrive at a destination, inheriting the same issues as
an autonomous vehicle, the two fields of study do not investigate similar vulnerabilities. The
main goal of the papers on the platoon’s security domain is to maintain the platoon formation
stable when facing cyber attacks in communication between the vehicles. Most defensive studies
propose solutions to detect these threats and mechanisms to deal with them during operation,
ultimately downgrading the attacked vehicle to ACC and turning it into an autonomous vehicle
outside the group.

An analysis of threats in the autonomous driving field has revealed a potential area for
future research in platooning: malware attacks. None of the reviewed articles addressed this
topic. Malware attacks can potentially compromise the proper functioning of autonomous vehicle
systems and create instability in the formation of a platoon. If one vehicle is infected, the other
vehicles may stop receiving control messages or fail to ensure the combined steering profile.

Composition heterogeneity is an aspect of platooning that has been underexplored. To
extend the advantages of fuel consumption reduction and increased highway capacity beyond
the industry branch, where it is more feasible for trucks to be of the same model, researchers
must account for varying vehicle lengths and engine reaction times across different brands. Such
consideration is necessary for dynamic platooning on highways to be feasible and exploit these
benefits.

Despite the findings, the accuracy of this research was limited by the parameters used in
the applied methodology. The search term selected and the limit of articles narrowed the number
of papers found related to platooning, which is the main focus of this study. Consequently, it
was impossible to determine the trend in research on the platoon domain and whether there are
sufficient papers addressing malware in platoon systems. For future research using the same
methodology, it’s recommended to increase the number of articles to be reviewed and perform
two separate searches in the indexer: one focused exclusively on terms related to platooning and
another focused solely on terms related to autonomous driving.
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