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RESUMO

A detecgdo automatizada de Equipamentos de Proteg¢do Individual (EPIs) em
ambientes industriais representa um desafio significativo devido aos altos custos e
tempo demandado para anotagdo manual de dados. Este trabalho investigou a
eficacia de métodos de aprendizado semi supervisionado como alternativa ao
aprendizado totalmente supervisionado para detecgao de EPIs, visando responder
qual abordagem apresenta melhor relagdo custo-beneficio. A metodologia
experimental foi conduzida em ambiente industrial real, utilizando 50.088 imagens
capturadas em uma industria para detec¢cao de quatro classes: capacete, colete,
pessoa e abafador tipo concha. Foram implementadas estratégias de anotagao
parcial com 10%, 20% e 30% dos dados, aplicando técnicas de pseudo-labeling
através da arquitetura YOLOVS8. Os resultados foram avaliados mediante validagéo
cruzada com k=10 repeticbes e analise estatistica usando testes de Friedman e
Nemenyi. Os modelos semi supervisionados demonstraram performance comparavel
ao totalmente supervisionado, com diferengas controladas nas métricas principais:
mAP@0.5 de 0.971 (10%), 0.979 (20%) e 0,985 (30%) contra 0.986 (100%) e
MAP@0.5:0.95 de 0.767 (10%), 0.771 (20%) e 0,801 (30%) contra 0.805 (100%). A
abordagem semi supervisionada resultou em economia substancial de tempo de
anotacao, reduzindo em 85% o processo manual. Os resultados indicam que
métodos semi supervisionados constituem alternativa viavel e economicamente
vantajosa para desenvolvimento de sistemas de detecgdo de EPIs, mantendo

eficacia técnica com significativa redugcao de recursos humanos especializados.

Palavras-chave: Aprendizado semi supervisionado; Equipamentos de protecao

individual; Visdo computacional; Detecgao de objetos; Seguranga ocupacional.



ABSTRACT

Automated detection of Personal Protective Equipment (PPE) in industrial
environments represents a significant challenge due to high costs and time required
for manual data annotation. This work investigated the effectiveness of semi-
supervised learning methods as an alternative to fully supervised learning for PPE
detection, aiming to answer which approach presents the best cost-benefit ratio. The
experimental methodology was conducted in a real industrial environment, using
50,088 images captured in a Sdo Paulo industry for detecting four classes: helmet,
vest, person, and ear protection. Partial annotation strategies were implemented with
10%, 20% and 30% of data, applying pseudo-labeling techniques through YOLOvV8
architecture. Results were evaluated through cross-validation with k=10 repetitions
and rigorous statistical analysis using Friedman and Nemenyi tests. Semi-supervised
models demonstrated comparable performance to fully supervised approach, with
controlled differences in main metrics: mAP@0.5 of 0.971 (10%), 0.979 (20%) and
0,985 (30%) versus 0.986 (100%) and mAP@0.5:0.95 of 0.767 (10%), 0.771 (20%)
and 0,801 (30%) versus 0.805 (100%). The semi-supervised approach resulted in
substantial annotation time savings, reducing the manual process by 85%. Results
indicate that semi-supervised methods constitute a viable and economically
advantageous alternative for developing PPE detection systems, maintaining

technical efficacy with significant reduction of specialized human resources.

Keywords: Semi-supervised learning; Personal protective equipment; Computer

vision; Object detection; Occupational safety.
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1 INTRODUCAO

1.1 CONTEXTUALIZAGAO DO PROBLEMA E RELEVANCIA DO TEMA

A deteccdo ou a segmentacao de objetos é uma fase importante da anotagao
de dados em aplicagbes de Visdo Computacional (VC), como diagnosticos médicos,
carros autdénomos e robética (AFLALO et al., 2023).

Atualmente, a etapa de anotagcdo de dados em um projeto de Visdo
Computacional € feita comumente por seres humanos. Frame a frame, as pessoas
detectam quais classes de determinado produto pertence a uma amostra. Esse
processo utiliza bounding boxes ou segmentacédo. O tempo investido na atividade é
alto, comumente sendo a etapa que mais demora em um projeto de detecgédo de
objetos (JING; TIAN, 2019). Além disso, ha falta de padronizacédo pelos diversos
agentes que fazem a mesma atividade. Ao mesmo tempo, nem sempre especialistas
no contexto do problema realizam essas anotagdes. Isso gera duvidas sobre a qual
classe pertence o item que sera anotado. Por fim, por ser uma atividade repetitiva, a
equipe de trabalho pode se desmotivar, o que diminui as chances de sucesso de um
projeto comum.

As abordagens tradicionais de aprendizado supervisionado dependem de
forma significativa da quantidade de dados anotados disponiveis para treinamento.
Embora exista uma grande quantidade de dados acessiveis, a escassez de
anotacgdes tem impulsionado os pesquisadores a explorar abordagens alternativas
que possam aproveita-los de maneira eficaz. Nesse contexto, os métodos auto
supervisionados e semi supervisionados desempenham um papel fundamental no
avancgo do aprendizado profundo, permitindo o aprendizado de representagdes de
caracteristicas sem a necessidade de anotagbes dispendiosas, aproveitando a
supervisdo implicita fornecida pelos proprios dados (JAISWAL et al., 2020). E por
isso que esses métodos ganham cada vez mais atengao para diminuir os problemas
citados (ZHANG et al., 2024).

A abordagem autossupervisionada € inspirada na forma que os bebés
aprendem. Nos primeiros anos de vida, as criangas ganham conhecimento a partir
da observacgao e a interagao com o seu redor. O método autossupervisionado busca

dividir as imagens nao identificadas em tarefas pré-textuais, com o objetivo de
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conceder um rotulo aquilo que ainda nao é conhecido. Com o rétulo aplicado, as
atividades comuns de anotagao, como deteccao e segmentacao, sdo realizadas pelo
préprio modelo (RANI et al., 2023)

As aplicagbes semi supervisionadas utilizam de poucos dados ja anotados com
seu rétulo de identificagdo para treinar um modelo que seja capaz de rotular os
dados nao anotados para aumentar a base de treinamento e refinar o modelo a fim
de otimizar a performance final (XU; XIAO; LOPEZ, 2019).

Apesar dos avancos e estudos desses métodos, poucas séo as aplicacdes em
contextos de seguranca. Segundo o Ministério do Trabalho e Emprego do Brasil
(2023), 499.955 acidentes de trabalho foram reportados com quase 3 mil 6bitos
associados. Além disso, em 2022, foram registrados 17,9 milhdes de dias perdidos
por auxilio-doenca por acidente de trabalho e 8,4 milhdes de dias perdidos por
aposentadoria por invalidez por acidente de trabalho no Brasil. Nos 10 anos
anteriores, o gasto do INSS com beneficios previdenciais acidentarios ultrapassou
os R$ 100 bilhdes de reais, em dados atualizados do Observatério de Seguranca e
Saude do Trabalho (2023), iniciativa coordenada pelo Ministério Publico do Trabalho
e pelo Escritorio da Organizacgao Internacional do Trabalho para o Brasil.

Uma das formas de prevengao, mais precisamente a ultima linha de defesa na
hierarquia de controles de seguranga ocupacional, sdo os Equipamentos de
Protecdo Individual (EPI). A legislagdo brasileira, através da Norma
Regulamentadora NR-6, define EPI como "o dispositivo ou produto de uso individual
utilizado pelo trabalhador, concebido e fabricado para oferecer protegao contra os
riscos ocupacionais existentes no ambiente de trabalho" (BRASIL, 2022). Sua
importancia transcende aspectos meramente regulatérios, impactando diretamente a
saude, a vida dos trabalhadores e a viabilidade econdémica das operacdes
industriais.

Mesmo com a reconhecida importancia, a fiscalizagdo manual do uso de EPIs
apresenta limitagdes praticas significativas. Supervisores de segurangca néao
conseguem monitorar continuamente todos os trabalhadores em ambientes
industriais extensos. Fatores como fadiga, distracdo e limitagbes de recursos
humanos resultam em lacunas de monitoramento que podem ter consequéncias
graves. Adicionalmente, a fiscalizagao humana pode ser percebida como invasiva ou

punitiva, potencialmente gerando resisténcia cultural e comprometendo a efetividade
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das politicas de seguranga. Neste contexto, sistemas automatizados de deteccao de
EPIs baseados em visdao computacional emergem como solugdo complementar
promissora, permitindo monitoramento continuo, objetivo e ndo invasivo da
conformidade com protocolos de seguranga. A implementagédo de sistemas
automatizados de deteccdo de EPIs pode transformar a gestdo de seguranga
ocupacional de reativa para proativa. Ao invés de identificar ndo-conformidades
apenas apoés acidentes ou através de inspeg¢des periddicas, estes sistemas
permitem identificacdo em tempo real de situagcdes de risco, possibilitando
intervengdes preventivas imediatas. Alertas automaticos podem ser enviados a
trabalhadores e supervisores quando nao-conformidades sédo detectadas, criando
loops de feedback que reforcam comportamentos seguros. Dados agregados sobre
padrdées de conformidade podem informar decisdes estratégicas sobre treinamento,
design de processos e alocagado de recursos de seguranca. Além disso, registros
automatizados de conformidade fornecem documentagdo objetiva para auditorias
regulatorias e investigagdes de incidentes, reduzindo riscos legais e reputacionais
para as organizagoes.

Estas lacunas sao especialmente criticas considerando que o
desenvolvimento de sistemas requer anotagdo especializada de grandes volumes de
dados por profissionais com conhecimento técnico em seguranga do trabalho,
processo que é tanto custoso quanto demorado. A escassez de datasets publicos de
EPIls especificos para contextos industriais agrava ainda mais este problema, uma
vez que condi¢cdes operacionais, tipos de equipamentos e caracteristicas ambientais

podem variar significativamente entre diferentes regides e setores industriais.

1.2 OBJETIVOS

Com todo o contexto apresentado, o presente trabalho busca aplicar métodos
de aprendizado semi supervisionado e supervisionado para avaliar a abordagem
mais eficiente em rotulagbes de imagens na criagdo de um sistema de detecg¢ao de
Equipamentos de Protecédo Individual (EPI), responsaveis por mais de 56% dos
acidentes em locais de constru¢cdo (GALLO et al., 2022). Por isso, ao término desta
dissertagao pretende-se responder "Qual a abordagem mais custo-benéfica para o

caso de uso apresentado?"
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1.2.1 Objetivo Geral

Avaliar o método de aprendizado mais eficaz em rotulagdes de imagens de

detecgao de uso de Equipamentos de Protecao Individual em um contexto real.

1.2.2 Objetivos Especificos

- Discutir o impacto do uso das Aprendizagens Supervisionada,
Autossupervisionada e Semi Supervisionada ;

- Comparar os resultados das abordagens Supervisionada e Semi Supervisionada
em deteccao de uso de Equipamentos de Protegdo Individual (EPl) em um

contexto real.

1.3 ESTRUTURA DA DISSERTAGAO

Este trabalho esta organizado em cinco capitulos que abordam de forma
sistematica a investigacao proposta. O primeiro capitulo apresenta a
contextualizacdo do problema, destacando os desafios da anotagdo manual de
dados em projetos de Visdo Computacional e a relevancia da aplicacédo de métodos
alternativos de aprendizado no contexto de seguranga ocupacional, além de
estabelecer os objetivos da pesquisa. O segundo capitulo desenvolve uma reviséo
bibliografica abrangente sobre os fundamentos tedricos da aprendizagem profunda,
métodos de aprendizado supervisionado, autossupervisionado e semi
supervisionado, bem como suas aplicagdes em Visdao Computacional e detecgao de
objetos, temas centrais do trabalho. O terceiro capitulo detalha a metodologia
experimental empregada, incluindo os procedimentos de coleta de dados em
ambiente industrial real, estratégias de anotagdo parcial, desenvolvimento dos
modelos propostos e métricas de avaliagao utilizadas. O quarto capitulo apresenta e
discute os resultados obtidos, comparando o desempenho das diferentes
abordagens de aprendizado, analisando as métricas quantitativas por classe e
realizando analise visual dos padrdes de detecgdo. Por fim, o quinto capitulo
sintetiza as principais conclusdes da pesquisa, discute as implicagcbes praticas e
académicas dos achados e propde diregdes para trabalhos futuros na area de

deteccido automatizada de equipamentos de protecao individual.
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2 REVISAO BIBLIOGRAFICA

2.1 APRENDIZAGEM PROFUNDA

O recente interesse em tépicos como Inteligéncia Artificial e Aprendizagem de
Maquina é grande. Assistentes como o ChatGPT da OpenAl, Bard do Google e
CoPilot da Microsoft, tornam o tema mais popular e impactam mais pessoas no dia a
dia. Porém, dentre os pesquisadores outro termo atrai ainda mais curiosidade, a
Aprendizagem Profunda. Apesar de ser uma subaérea da Inteligéncia Artificial e da
Aprendizagem de Maquina, como mostrado na Figura 1, o interesse nos métodos de
aprendizado profundo se deve ao fato de que eles demonstraram superar as
técnicas anteriores de ultima geragdao em varias tarefas, além da abundancia de
dados complexos de diferentes fontes como, por exemplo, visuais, auditivos,
médicos, sociais e sensoriais (VOULODIMOS et al., 2018).

Figura 1 - Subconjuntos da Inteligencia Artificial.

INTELIGENCIA ARTIFICIAL

APRENDIZAGEM DE MAQUINA

APRENDIZAGEM PROFUNDA

Fonte: O autor (2025).
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Ao mesmo tempo, o aumento do poder de processamento nas GPUs e CPUs,
a diminuicdo do custo dos equipamentos e 0 avango nos algoritmos trouxeram
novos olhares ao tema.

Os primeiros sistemas precursores das técnicas de Aprendizagem Profunda (do
inglés Deep Learning) surgiram entre as décadas de 1960 e 1970, porém a
expressao “Deep learning” s6 foi criada em 2006 (SCHMIDHUBER, 2015). O nome
provém da caracteristica de entender informagdes padronizadas e cada vez mais
especificas dos dados disponiveis com varias camadas especializadas, o que torna

o aprendizado profundo.

2.1.1 Origem da Aprendizagem Profunda

Este tipo de aprendizado foi inspirado na forma como os humanos realizam
tarefas complexas no dia a dia. O cérebro humano é um 6rgdo complexo, que
desempenha fungdes essenciais de processamento de informagdes em um intervalo
temporal extremamente reduzido. As unidades fundamentais responsaveis por essas
funcdes sédo os neurbnios, mostrados na Figura 2, que facilitam a transmisséo e o
processamento de dados através de suas interagbes. Por exemplo, no corpo
humano varios sensores transmitem informacdes sobre cheiros, imagens,
temperatura, equilibrio, dentre outros. Os neurbnios, a partir dessas transmissoes
faz com que podemos responder a esses estimulos externos (DOUGHERTY, 2013).
Além da resposta a estimulos, a habilidade do cérebro de identificar, como o
reconhecimento um rosto familiar em meio a uma multiddo, em poucos segundos,
aumentou o desejo de criar artificialmente essas fungbes, dando origem as Redes
Neurais Artificiais (RNA).
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Figura 2 - Um diagrama simplificado de um neurénio humano. 1 - dendritos, 2 - nucleo do neurénio, 3
- zona de iniciacao, 4 - ax6nio, e 5 - terminais do axénio.

Fonte: Kufel et al, 2023.

Nas Redes Neurais Artificiais, as informagdes de entrada sdo imagens, textos,
videos, dentre outros. Estes dados atravessardo um conjunto de neurénios artificiais
que aprenderdo suas caracteristicas especificas. Quando esses neurdnios estao
dispostos em multiplas camadas, temos o que é chamado de Aprendizagem
Profunda e as Redes Neurais (KUFEL et al., 2023).

2.1.2 Visao Computacional

Neste contexto de reproducdo das fungbes humanas através das Redes
Neurais Artificiais, a resolugdo de problemas multidimensionais com imagens e
videos, seus processamentos e identificagbes € uma das areas de interesse,
chamada de Visdo Computacional. A VC é uma tecnologia voltada para a automacéao
e integracao de diversos processos, por meio da extragao de informagdes presentes
em imagens ou videos, baseando-se nos principios bioldgicos da visdo. Sua
fundamentacdo tedrica remonta ao final da década de 1950, quando surgiu
juntamente com o avango da Inteligéncia Artificial (GROSSI, 2020). Uma pessoa
observa qualquer objeto com seus olhos, mas o principal processo ocorre no

cérebro. O cérebro é responsavel por reconhecer, interpretar, compreender e
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classificar o objeto por meio dos sinais recebidos dos olhos. Em seguida, ele gera e
transmite informagdes sobre esse objeto. Ao mesmo tempo, o cérebro é capaz de
reconhecer e classificar novos objetos ao compara-los com objetos ja conhecidos e
suas caracteristicas, como ocorre quando uma pessoa vé um objeto pela primeira
vez (KHANG et al.,, 2024). Entdo, a Visdo Computacional utiliza algoritmos de
reconhecimento de padrdes para treinar maquinas com grandes quantidades de
dados visuais. A maquina entdo processa as imagens de entrada, pode rotular os

objetos nessas imagens e encontra padrées nesses objetos (CHATTERJEE, 2022).

2.2 METODOS DE APRENDIZAGEM PROFUNDA

Os tipos de aprendizagem em um problema de Aprendizagem Profunda mais
comuns sao 0s supervisionados, nao supervisionados e semi supervisionados. Sera
dado um foco maior nos dois ultimos que fardo parte do escopo metodologico deste

trabalho.

2.2.1 Aprendizado Supervisionado

O aprendizado supervisionado pode ser definido como o processo de
aprendizado de uma funcdo que mapeia uma entrada para uma saida (LOPEZ;
LOPEZ; CROSSA, 2022). Os dados de treinamento dessa funcédo consiste em pares
de objetos: 0 dado de entrada e a outra, o resultado desejado. A saida da funcao
pode ser um valor numérico ou um rétulo de classe, caso este relacionado aos
problemas de Visdo Computacional. O objetivo final € aprender uma fungédo que,
dada uma amostra de dados e os resultados desejados, melhor aproxime a relagao
entre entrada e saida. Essa funcio deve ser capaz de prever o valor correspondente
a qualquer entrada valida apds ter visto uma série de exemplos dos dados de
treinamento. Sob condi¢des ideais, o algoritmo determina corretamente os rétulos de
classe para instancias desconhecidas, o que implica em um algoritmo de
aprendizado capaz de generalizar para dados n&o vistos.

Em 2013, um problema compartilhado no site Kaggle envolveu uma

competicdo de quem construia o algoritmo mais otimizado para identificar numa
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imagem se o0 animal em questdo era um gato ou cachorro. Apesar da resolugao
vencedora utilizar uma abordagem supervisionada, ou seja, rotular na base de
dados que continham 25.000 imagens quais eram de gato ou cachorro, é razoavel
conjecturar que o tempo e o esforgo aplicados podem ter sido grandes para resolver
o problema.

Em 2022, Gallo et al. aplicaram cinco modelos de Aprendizado Supervisionado
para detec¢ao do uso de Equipamentos de Protecao Individual. Neste caso, foram
escolhidos capacete, colete e luva para o experimento. No Aprendizado
Supervisionado, todas as classes sao rotuladas, inclusive as negativas. S6 pode ser
detectada a falta de capacete quando o modelo aprende o que é uma cabeca;
quando ndo ha luva, a mao é detectada; a mesma logica € verdade para o colete e 0
busto. Portanto, s&o seis classes de interesse, das quais mais de 65 mil exemplos

foram anotados manualmente. Os resultados sdo mostrados na Tabela 1 abaixo.

Tabela 1 - Resultados da precisdo média para os 5 modelos em cada classe.

Head Helmet  Chest Vest Hand Glove

YOLOv4 96.4 98.2 949 86.7 80.4 63.6
YOLOvV4-Tiny 92.6 94.6 91.8 79.8 57.0 35.9
SSD MobileNet V2 77.3 86.2 81.3 69.9 43.1 21.3
CenterNet Resnet50 V2 92.6 95.4 91.1 75.2 64.5 39.9
EfficientDet DO 83.8 86.6 90.1 79.3 39.5 34.1

Fonte: Gallo et al, 2022.

O modelo YOLO (You Only Look Once) foi o melhor em todas as classes e
representa atualmente o estado da arte em deteccdo de objetos. Apds seu
lancamento em 2015, o YOLO rapidamente se destacou como uma técnica
inovadora, uma vez que, por meio de uma nova abordagem, foi capaz de alcangar
uma precisao equivalente ou superior a dos métodos de detecgdao de objetos
disponiveis na época, mas com uma velocidade de detecgdo significativamente
superior (REDMON et al., 2016). Outro fator crucial para o sucesso do YOLO ¢é o
fato de ser totalmente de cddigo aberto e livre de licengas de uso. Em outras

palavras, tanto o cédigo-fonte quanto a arquitetura da rede neural e os pesos pré-
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treinados estao disponiveis para qualquer pessoa e podem ser utilizados de diversas
formas, sem restri¢des.

Apesar do resultado citado, é importante notar que em casos com datasets
maiores, a impossibilidade de rotulacdo ou o desconhecimento das classes alvo leva

a segunda abordagem, o Aprendizado Nao Supervisionado.

2.2.2 Aprendizado Nao Supervisionado

O Aprendizado Nao Supervisionado difere do aprendizado supervisionado pela
utilizacdo de dados ndo anotados, ou seja, dados que nado foram previamente
rotulados por seres humanos ou algoritmos (KUFEL et al., 2023). Nesse tipo de
aprendizado, o modelo aprende a partir dos dados de entrada sem nenhum
conhecimento prévio sobre as saidas rotuladas ou variaveis de resposta
correspondentes. Em vez de rotular ou prever saidas, o algoritmo foca em agrupar
ou associar os dados com base em suas caracteristicas, na busca da identificagao
de padrées. Porém, ha um caso especifico que é possivel classificar essas imagens

mesmo sem dados rotulados: o Aprendizado Autossupervisionado.

2.2.3 Aprendizado Autossupervisionado

O Aprendizado Autossupervisionado foi definido pela primeira vez por Raina et
al. em 2007. Os autores explicam essa abordagem afirmando que um algoritmo
comeca utilizando dados nao rotulados para aprender uma representacdo concisa
das entradas. Por exemplo, se os dados forem vetores de valores de intensidade de
pixels que representam imagens, o algoritmo usara os dados de entrada para
aprender os elementos basicos que compdéem uma imagem. Esse processo pode
envolver, por exemplo, a descoberta de fortes correlagdes entre as linhas de pixels,
simplesmente ao examinar as estatisticas das imagens nao rotuladas. Assim, o
algoritmo pode perceber que a maioria das imagens contém varias bordas. Ao
aprender essas correlagdes, o algoritmo passa a representar as imagens nédo mais
com base nos valores brutos de intensidade dos pixels, mas em termos das bordas

que aparecem nelas. Essa representagcao da imagem, agora centrada nas bordas,
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em vez dos valores de pixels brutos, constitui uma forma mais abstrata ou de nivel
superior de representar a entrada. Essa abordagem permite que o algoritmo aprenda
de maneira mais eficiente, simplificando a analise dos dados rotulados ao abstrair
detalhes complexos, como a intensidade dos pixels, em caracteristicas mais gerais e
significativas, como as bordas (RAINA et al., 2007).

Em comparacdo com os métodos de Aprendizado Supervisionado, que exigem
um par de dados Xi e Yi, no qual Yi é anotado por humanos, o Aprendizado
Autossupervisionado também é treinado com os dados Xi, juntamente com seu
pseudo rétulo Pi, sendo que o Pi é gerado automaticamente para uma tarefa auxiliar
predefinida, sem envolver qualquer anotagao humana (JING; TIAN, 2019). As tarefas
auxiliares geralmente sdo categorizadas em trés grupos: contrastivas, preditivas e
generativas.

No primeiro caso, o objetivo & otimizar a discriminagdo entre imagens
contrastantes, ou seja, minimizar a distancia entre pares positivos e maximizar a
distdncia entre pares negativos. Vamos imaginar que em um exemplo seja
necessario detectar um capacete de protegao individual em uma pessoa. A situagao
positiva seria o individuo no ato do uso do capacete; a negativa, seria o constraste
disso, ou seja, 0 ndo do uso do acessorio. Entdo, dado um par de dados de entrada,
os codificadores contrastivos selecionados aprenderdo a partir desses para calcular
as representacdes das vistas e, em seguida, usardo um modulo discriminador para
comparar a similaridade das instancias e calcular a perda contrastiva, como

mostrado no Fluxograma a seguir (TIAN et al., 2020).

Fluxograma 1 - Esquema de uma tarefa auxiliar contrastiva.

Par de Entrada - Tranf,;zg[]n;ggées =P | Codificador > Repr\t;;sent_agﬁes - Discriminador
isuais

Fonte: O autor, 2025.

Na segunda abordagem, apés identificar propriedades ou partes especificas
dos dados de entrada, os modelos preditivos irdo prever um novo rotulo. Em geral,
as tarefas preditivas consistem em um codificador e uma ou mais prediction head,
como mostrado no Fluxograma a seguir. O sistema compara os roétulos reais e

previstos para fornecer uma medida de perda (ZHAO et al., 2024).
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Fluxograma 2 - Esquema de uma tarefa auxiliar preditiva.

Rétulo Previsto

i Perda

Entrada - Codificador - Prediction Head - Predicao

Fonte: O autor, 2025.

No ultimo caso, o modelo € treinado para reconstruir uma parte do dado de
entrada original a partir de uma versao parcialmente completa para o aprendizado
de caracteristicas. A ideia € que o modelo pode recuperar as informacdes ausentes
se as caracteristicas contextuais forem bem aprendidas (GUO; ZHU; LI, 2021). A
perda é calculada pela comparagao entre a parte faltante no dado de entrada com a
parte gerada pelo algoritmo. As etapas de construgdo estdo demonstradas no

Fluxograma abaixo.

Fluxograma 3 - Esquema de uma tarefa auxiliar generativa.

Parte Removida
da Entrada

Perda

Entrada V%r:aEc;]tFr’s (rj(;al —> Codificador —> Decodificador —> Reconstrucéo

Fonte: O autor, 2025.

Independentemente da abordagem utilizada nas tarefas auxiliares, o objetivo é
minimizar o erro entre os pseudo rétulos e as predigdes da Rede Neural treinada,

como mostrado no Fluxograma abaixo.
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Fluxograma 4 - Esquema genérico de um Aprendizado Autossupervisionado.

Dados sem Rétulos Saida Erro
A1 S1 E(A1,51)
A2 Rede S2 E(A2,S2)

A_3 —_ Neural —_ 8_3 g E(A‘?‘SB)

Fonte: O autor, 2025.

2.2.3.1 Aplicagoes do Aprendizado Autossupervisionado

Zhao et al. (2024) construiram uma tabela com 80 aplicagbes recentes, entre
2020 e 2023, que obtiveram performance no nivel do estado da arte utilizando
aprendizado autossupervisionado. Divididas em 11 areas de aplicagdo, que variam

de industria a fisica, os artigos estao listados na Tabela 2 a seguir.
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Tabela 2 - Lista de aplicagbes recentes do estado da arte para Aprendizado Autossupervisionado.

No. Methods Articles Application tasks Categories Architectures Performance (%)

1 TL Xue et al. (2020) Cervical histopathology Medical/Image classification Ensembled TL 98.61/Acc

2 TL Lopes et al. (2021) Heart disease detection Medical/Image classification Sex identify model 83/Acc

3 TL De Bois, El Yacoubi, and Ammi (2021) Blood glucose prediction Medical/Image classification Adversarial FCN 18.94/RMSE*

4 SSL Fedorov et al. (2021) Alzheimer prediction Medical/Image classification DCGAN 95/AUC

5 TL Bargshady et al. (2022) COVID-19 detection Medical/Image classification Inception-CycleGAN 94.2/Acc

6 TL Gardner, Bull, Dervilis, and Worden (2022)  Structural monitoring Medical/Image classification KBTL 98.5/Acc

7 TL Kathamuthu et al. (2023) COVID-19 detection Medical/Image classification VGG-16 98/Acc

8 SSL Jiao, Droste, Drukker, Papageorghiou, and Ultrasound video Medical/Video classification Siamese network 75.7/F1
Noble (2020)

9 SSL Xue and Salim (2021) COVID-19 classification Medical/Audio classification Transformer-CP 84.43/Acc

10 TL McCreery, Katariya, Kannan, Chablani, and =~ COVID-19 FAQs Medical/Text generation BERT-QA 84.5/Acc
Amatriain (2020)

11  SSL Yoon, Zhang, Jordon, and van der Schaar Patient treatment prediction Medical/Tabular prediction VIME 86.02/AUC
(2020)

12 TL Ankenbrand et al. (2021) MRI segmentation Medical/Image segmentation Modified TL 90/DSC

13 TL Zhao et al. (2021) Fundus segmentation Medical/Image segmentation TL based U-Net 99.75/Acc

14  SSL Azizi et al. (2023) Medical vision Medical/Multi-task REMEDIS 95.8/AUC

15 SSL Moor et al. (2023) Generalist medical Al Medical/Multi-task GMAI -

16 TL Zhang et al. (2020) Ball screw diagnosis Industrial/Image classification IEDT 94.95/Acc

17 TL Xin, Cheng, Diender, and Veljkovic (2020)  Bridge engineering Industrial/Image classification TL-based CNN 99.05/Acc

18 TL Zhu, Chen, Anduv, Jin, and Du (2021) Chillers diagnosis Industrial/Image classification FDD based TL 81.27/Acc

19 TL Michau and Fink (2021) Anomaly detector Industrial/Image classification Adversarial TL 99.8/Acc

20 TL Asanuma, Doi, and Igarashi (2020) Electric motor Industrial /Regression VGG16 -

21 SSL Ren, Wang, Laili, and Zhang (2021) Soft sensor Industrial/Regression LSTM-DeepFM 0.7479/RMSE*

22 SSL Akrim, Gogu, Vingerhoeds, and Salaiin Fatigue damage prediction Industrial/Regression SSL-based 13.24/MAPE
(2023)

23 TL Zhang, Wang, and Li (2023) Fault diagnosis Industrial/Federated learning Blockchain framework 99.8/Acc

24 SSL Yuan and Lin (2020) City classification Satellite/Image classification SITS-BERT 98.76/Acc

25 SSL Li et al. (2023) Scene classification Satellite/Image classification MES’L 95.03/Acc

26 SSL Muhtar, Zhang, and Xiao (2022) Object segmentation Satellite/Image segmentation IndexNet 71.07/mloU

27 TL Chen, Sun, Li, and Hou (2022) Plane detection Satellite/Object detection DA R-CNN 90.17/AP

28 TL Gomroki, Hasanlou, and Reinartz (2023) City change detection Satellite/Object d Effici V2 T-Unet 97.66/Acc

29 SSL Xiao et al. (2023) Image super-resolution Satellite/Image degradation SSL network -

30 SSL Liu, Jiang, Xiong, Yang, and Ye (2020) Chat bot NLP/Text generation MRTM 87.7/F1

31 SSL Cao, Jin, Wan, and Yu (2020) Auto essay scoring NLP/Text generation HA-LSTM+SST+DAT 79.7/QWK

32 TL Van Nguyen, Nguyen, Min, and Nguyen Crosslingual translation NLP/Text translation CCCAR 72.1/F1
(2021)

33 TL Omran, Sharef, Grosan, and Li (2023) Crosslingual translation NLP/Text translation LSTM model 96.65/F1

34 TL Lu et al. (2021) Event extraction NLP/Information retrieval TEXT2EVENT 72.7/F1

35 TL Elmadany, Abdul-Mageed, et al. (2022) Crosslingual task NLP/Multi-task AraT5 24.37/Bleu

36 TL Xu, Dinkel, Wu, Xie, and Yu (2021) Audio caption generation NLP/Multi-modal CNN10 65.5/Bleu

37 TL Sung, Cho, and Bansal (2022) Vision-text generation NLP/Multi-modal CLIP-BART 79.2/Acc

38 SSL Li et al. (2020) 3D pose estimation Motion/Regression Modified SSL 41.4/AUC

39 SSL Bhatnagar, Sminchisescu, Theobalt, and 3D pose estimation Motion/Regression LoopReg -
Pons-Moll (2020)

40 SSL Dai et al. (2020) 3D depth estimation Motion/Regression Depth-net 72.31/1oU

41 SSL Spurr, Dahiya, Wang, Zhang, and Hilliges Hand pose estimation Motion/Regression PeCLR 74/AUC
(2021)

42 SSL Cheng, Chen, Zhang, and Lin (2021) Action recognition Motion/Regression Motion-Transformer 91.9/Acc

43 SSL Ma, Li and Li (2023) 3D pose estimation Motion/regression Factorisation network  40.4/AUC

44 TL Huang, Fu, Liu and Ostadabbas (2021) Infant pose estimation Motion/Image estimation FiDIP 93.6/mAP

45  SSL Baur et al. (2021) 3D scene segmentation Motion/Image segmentation SLIM 0.0668/AEE*

46 SSL Huang et al. (2021) Action recognition Motion/Video classification MoSI 71.8/Acc

47  SSL Bi, Hu, Zhao, Li, and Sun (2023) Action recognition Motion/Video classification Contrastive-SSL 75.7/Acc

48 TL Cao and Xiang (2020) Garbage classification Environment/Image classification Modified Inception-V3 99.3/Acc

49 TL Choe, Choi, and Kim (2020) Parrot classification Environment/Image classification Keras-based TL 96.75/F1

50 TL Rehman et al. (2021) Leaf disease recognition Environment/Image classification ResNet+Mask RCNN 96.6/Acc

51 TL Huang, Chuang, and Liao (2022) Tomato pest identification i Image i DA 97.12/Acc

52 TL Attallah (2023) Tomato leaf classi ion Image classification Resnet-18 99.34/Acc

53 TL Palanisamy, Singhania, and Yao (2020) Environment sound classification ‘Audio classificati ble D¢ 92.89/Acc

54 TL Chen et al. (2021) Water quality prediction ‘Text dicti TrAdaB LSTM 0.47 /RMSE*

55  SSL Shen et al. (2020) Taxonomy expansion Web/Information retrieval TaxoExpan-FWFS 72.3/F1

56  SSL Yao et al. (2021) Item recommendation Web/Information retrieval SSL-DNN 53.55/Recall

57 SSL Zhang et al. (2021) Group recommendation Web/Information retrieval S?-HHGR 88.3/Recall

58 SSL Zhou, Dou, Zhu, and Wen (2021) Personalised search ‘Web/Information retrieval PSSL 83.01/mAP

59 SSL Feng, Wan, Wang, Li, and Luo (2021) Twitter bot account ‘Web/Text classification SATAR 95.09/Acc

60 TL Ameer et al. (2023) Emotion classification ‘Web/Text classification RoBERTa-MA 62.4/Acc

61 TL Arbane, Benlamri, Brik, and Alahmar (2023) Emotion classification Web/Text classification Bi-LSTM 93/Recall

62 SSL Huh, Heo, Kang, Watanabe, and Chung Speaker recognition Speaker/Audio classification Light ResNet-34 8.65/EER

(2020)

63 SSL Chi et al. (2021) Speaker classification Speaker/Audio classification Audio ALBERT 99.3/Acc

64 SSL Xia, Zhang, Weng, Yu, and Yu (2021) Speaker verification Speaker/Audio classification MoCo+WavAug 8.63/EER

65 SSL Sang, Li, Liu, Arnold, and Wan (2022) Speaker verification Speaker/Audio classification Thin-ResNet34 6.99/EER

66 SSL Chen et al. (2023) Speaker verification Speaker/Audio classification WavLM-based SS 16.5/WER

67 SSL Cai, Wang, and Li (2021) Speaker recognition Speaker/Audio segmentation Iterative SSL 3.45/EER

68 SSL Huang, Raj, Garcfa, and Khudanpur (2023) Speaker recognition Speaker/Object localisation JSM 7.58/WER

69 SSL Hu et al. (2020) Speaker localisation Speaker/Multi-modal Modified SSL 51.9/IoU

70 SSL Song, Wang, Fan, Tan, and Zhang (2022) Speaker localisation Speaker/Multi-modal SSPL 61/AUC

71 SSL Li, Huang, and Zhang (2021) Vehicle re-identify Vehicle/Image classification SSL network 98.7/Acc

72 SSL Kothandaraman, Chandra, and Manocha Road segmentation Vehicle/Image segmentation SS-SFDA 95.63/F1

(2021)

73 SSL Kumar et al. (2021) Road segmentation Vehicle/Image segmentation SynDistNet 1.668/RSME*

74 TL Hu, Zhao and Zhang (2020) Infrared pedestrian detection Vehicle/Object detection Faster R-CNN 84.78/AP

75 TL Farid et al. (2023) Vehicle detection Vehicle/Object detection YOLO-v5 99.94/Acc

76 SSL Wei et al. (2023) Depth estimation Vehicle/Image prediction Transformer 6.835/RMSE*

77 SSL Yan, Zhu, Jin, and Bohg (2020) Robot manipulation Robot/Image prediction Dynamic model -

78 SSL Nubert, Khattak, and Hutter (2021) LiDAR localisation Robot/Image estimation Modified SSL -

79 SSL Ze, Hansen, Chen, Jain, and Wang (2023) Motor control Robot/Image reconstruction 3D auto-encoder -

80 TL Inubushi and Goto (2020) Fluid turbulence prediction Physics/Nonlinear prediction Modified TL 0.1/MSE

Fonte: Zhao et al, 2024.
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Mesmo com a variedade listada, ndo ha nenhum trabalho citado no contexto de
segurancga. Apesar de haver quatro artigos com a finalidade de deteccao de objetos,
foco da presente dissertacdo, todos utilizam transfer learning a partir de anotagdes
manuais de toda a base de dados, ou seja, Aprendizado Supervisionado. Mesmo
gue esse seja um pequeno recorte, é de fato escasso o numero de trabalhos que
utilizam Aprendizado Autossupervisionado para deteccdo de EPIs. Por isso, esta
dissertagdo se atera a citar artigos que aplicam Aprendizado Autossupervisionado
em deteccgéo de objetos.

Em 2020, Li et al. utilizaram Aprendizado Autossupervisionado para aumentar
uma base de dados de cadeiras e mochilas. Isso foi feito pois naquela data, a
acuracia para detecgdo desses objetos, com a base devidamente rotulada, era
abaixo dos 40%. No artigo de comparacéao, escrito por Lin et al em 2014, foram
utilizadas 70 mil horas de trabalho manuais e atribuidos 2.5 milhdes de rétulos em
328 mil imagens. Com o uso de 5 mil imagens de mochilas e quase 13 mil de
cadeiras do artigo de referéncia, Li et al adicionaram mais de 250 mil imagens da
internet, sendo cerca de um tergo para o primeiro objeto e o restante para o
segundo, sem a necessidade de anotagdo manual, para ao fim obter uma acuracia

acima dos 50%.

2.2.4 Aprendizado Semi Supervisionado

O aprendizado semi supervisionado € uma abordagem de aprendizado que
constroi algoritmos que utilizam dados rotulados e nao rotulados (YANG et al., 2021).
Alguns resultados recentes mostraram que, em certos casos, o Aprendizado Semi
Supervisionado se aproxima do desempenho do Aprendizado Supervisionado,
mesmo quando uma parte dos rétulos em um determinado conjunto de dados foi
descartada. Esses resultados sdo demonstrados ao pegar uma base de dados de
classificagado existente e utilizar apenas uma pequena parte dele como dados
rotulados, com o restante tratado como nao rotulado (OLIVER et al., 2019).

O aprendizado semi supervisionado pode ser usado em trés grandes tipos de
problema de Inteligéncia Artificial: Classificagao, Agrupamento e Regresséao, sendo o

primeiro essencial para o presente trabalho. Por ser uma combinagdo do
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Aprendizado Supervisionado e Nao Supervisionado, essa abordagem mistura suas
caracteristicas para surgir como uma nova possibilidade de resolugao.

Uma condigdo importante para o aprendizado semi supervisionado é que a
distribuicdo dos dados de entrada contenha informacgdes sobre a distribuicdo dos
rotulos de saida. Em outras palavras, os dados ndo rotulados devem ter alguma
relagdo com os rétulos que queremos prever. Se isso for verdade, podemos usar os
dados nao rotulados para aprender mais sobre os dados de entrada e, assim,
também sobre os rétulos de saida. No entanto, se essa condicdo nao for atendida,
ou seja, se os dados de entrada nao fornecerem informacdes uteis sobre os rétulos,
nao sera possivel melhorar a precisdo das previsdes usando os dados nao rotulados
adicionais ou até piora-la (ENGELER; HOQOS, 2019). Com essa premissa, diversos
métodos podem ser empregados para resolver problemas de classificagdo, como

mostrado na Figura 3 a seguir.

Figura 3 - Lista de métodos que podem ser empregados em problemas de classificagao.

Semi-supervised
classification

Inductive Transductive

Graph-based

Unsupervised Construction
preprocessing

Weighting

Inference

Feature Cluster-

. Pre-trainin
extraction then-label €

Wrapper Intrinsically
methods semi-supervised

Maximum- Perturbation- . Generative
Manifolds

Self-training Co-training Boosting margin based dels
e moae!

Fonte: Engeler & Hoos, 2019.
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2.2.4.1 Aplicagoes do Aprendizado Semi Supervisionado

Em 2020, Sohn et al. introduziram o FixMatch, que representou uma
simplificacdo significativa dos meétodos de aprendizado semi supervisionado
mantendo uma performance competitiva. Os resultados do FixMatch estabeleceram
novos marcos a época no tema em comparacdo com outros resultados. No
CIFAR-10 com apenas 250 exemplos rotulados, o método alcangcou 94.93% de
acuracia comparado aos 93.73% do estado da arte anterior. Além disso, o FixMatch
demonstrou eficacia fora do comum em cenarios de extrema escassez de rotulos,
obtendo 88.61% de acuracia no CIFAR-10 com apenas 4 rétulos por classe.

Em 2021, Sohn et al. propuseram um novo framework para aprendizado semi
supervisionado, chamado STAC, que introduz apenas dois novos hiperparametros: o
limiar de confianga e o peso da perda n&o supervisionada. O teste foi feito em dois
banco de dados conhecidos (MS COCO e VOCO07) para comparagdo com OS
trabalhos do estado da arte de algoritmos supervisionados e com modificagdes na
porcentagem de dados rotulados utilizados, sendo 1%, 2%, 5% e 10% do total, com
a finalidade de detectar objetos. Quanto menor o percentual, melhor foi o resultado,

como mostrado na Figura 4 abaixo.

Figura 4 - Resultados da aplicagédo do framework STAC em comparagao com o Aprendizado
Supervisionado.
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Fonte: Sohn et al, 2021.

E importante notar que o resultado chegou a ser 54% melhor que o estado da

arte de algoritmos supervisionados, com a melhora em todas as quatro distribui¢des.
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Em 2021, Liu et al. propuseram o Unbiased Teacher, um framework que aborda
especificamente o problema de viés em pseudo-labels causado pelo desequilibrio de
classes inerente a detecgcdo de objetos. O método introduz uma abordagem
Teacher-Student que treina mutuamente dois modelos: o Teacher gera pseudo-
labels para treinar o Student, enquanto o Student atualiza gradualmente o Teacher
via Exponential Moving Average (EMA). O framework também incorpora Focal loss
para mitigar o problema de desbalanceamento entre classes, questao critica em
deteccdo de objetos que ndo é adequadamente enderegada pelos métodos de
classificacdo de imagens tradicionais. Os resultados experimentais do Unbiased
Teacher demonstraram melhorias substanciais em relacdo aos métodos existentes.
No dataset MS-COCO superou significativamente o STAC, representando uma
performance melhor em todos os casos sobre o estado da arte no momento, como
pode ser visto na Tabela 3. Além disso, obteve 10 pontos percentuais a mais de mAP
quando utilizado com menos de 5% de dados rotulados comparado ao baseline

supervisionado.

Tabela 3 - Resultados da aplicacdo do Unbiased Teacher em comparagdo com outros para o dataset

MS COCO.
0.5% 1% 2% 5% 10%
Supervised 6.83 £0.15 9.05+£0.16 12.70 £ 0.15 18.47 £ 0.22 23.86 + 0.81
CSD* 7.41 £ 0.21 (+058) 10.51 £ 0.06 +1.46)  13.93 £0.12 +123)  18.63 & 0.07 (+0.16) 22.46 £ 0.08 (-1.40)
STAC 9.78 £ 0.53 (+2.95) 13.97 £ 0.35 +4.92)  18.25 £ 0.25 ¢+5.55)  24.38 £ 0.12 (+5.86) 28.64 £ 0.21 (+4.78)

Unbiased Teacher 16.94 + 0.23 (+10.11)  20.75 + 0.12 +11.72)  24.30 = 0.07 +11.60) 28.27 £ 0.11 (+9.80) 31.50 + 0.10 (+7.64)

Fonte: Liu et al, 2021.

Em 2024, Qi, Nguyen e Yan propuseram um outro framework para Aprendizado
Semi supervisionado, chamado CISO. Para maximizar a utilizagdo dos dados de
pseudo-labels e lidar com a escassez de dados de pseudo-rotulos devido a
configuragbes de limiar alto, foi proposta uma abordagem de iteragdo média, onde
todos os dados nao rotulados sao aplicados a cada iteragao de treinamento. O teste
foi aplicado no conjunto de dados do MS COCO e VOC, com 1%, 5% e 10% de
dados rotulados. Neste caso, quanto maior o percentual de dados rotulados, melhor
foi o resultado. Em todos as situacdes, o CISO teve uma performance superior que o
STAC, como pode ser visto nas Tabelas 4 e 5 abaixo. Para o dataset VOC, o

resultado é melhor que todas as outras abordagens.
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Tabela 4 - Resultados da aplicacédo do framework CISO em comparagdo com outros para o dataset

MS COCO.

Method 1% 5% 10%

Anchor based Supervised 9.05+0.16 18.47+0.22 23.86+0.81
CSD [15] 10.20+0.15 18.90+0.10 24.50+0.15
STAC [40] 13.97+0.35 24.38+0.12 28.64+0.21
DETReg [5] 14.58+0.30 24.80+0.20 29.12+0.20
Instant Teaching [60] 18.05+0.15 26.75+0.05 30.40+0.05
ISMT [51] 18.88+0.38 26.37+0.24 30.53+0.52
Unbiased Teacher [25] 20.75+0.12 28.27+0.11 31.50+0.10
Soft Teacher [50] 20.46+0.39 30.74+£0.08 34.04+0.14
LabelMatch [7] 25.81+0.28 32.70+0.18 35.49+0.17

Anchor free HT [43] 16.96+0.36 27.70+0.15 31.61+0.28
Ours (CISO*) 21.04+0.18 29.50+0.21 34.20+0.12
Ours (CISO) 22.00+0.17 30.90+0.15 36.20+0.26

Fonte: Qi; Nguyen; Yan,

2024.

Tabela 5 - Resultados da aplicacao do framework CISO em comparagdo com outros para o dataset

VOC.

Methods APsy  APs.o5
Supervised 7275 42.04
CSD [15] 74.70 -
STAC [40] 7745 44.64
Instant Teaching [60] 79.20 50.00
Ours (CISO)* 80.39 51.77
Ours (CISO) 81.44 5298
CSD [15] 75.10 -
STAC [40] 79.08 46.01
Instant Teaching [60] 79.90 50.80
Ours (CISO*) 83.03 53.83
Ours (CISO) 84.48 55.30

Fonte: Qi; Nguyen; Yan, 2024.

Em 2024, Liu e Wang abordaram o problema da detec¢cdo de EPIs em

contextos com escassez de dados através de técnicas de rotulagdo semi-

automatica. Os autores criaram um dataset considerando a detec¢ao de capacetes e

roupas refletivas. O modelo proposto, denominado AL-YOLOVS5,

incorpora

mecanismos de ateng¢ao para melhorar a extragcao de caracteristicas e uma fungao

de perda aprimorada para enfrentar desafios relacionados a deteccao de roupas

refletivas e a sobreposicéo de bounding boxes.
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Os resultados experimentais demonstraram avangos notaveis de 0,9 AP na
categoria com dados limitados e 0,4 mAP no geral comparado ao YOLOv5 baseline,
com progresso particularmente substancial na detecgdo de roupas refletivas,
reduzindo significativamente as falsas detecgbes e melhorando frames de
sobreposicao. Este trabalho € especialmente relevante no contexto da presente
dissertacdo por trés razdes: primeiro, demonstra que a combinagao de rotulagao
semi-automatica com arquiteturas aprimoradas pode reduzir significativamente o
esforco de anotagdo manual; segundo, evidencia que classes como roupas
refletivas, podem se beneficiar de abordagens semi supervisionadas; terceiro,
estabelece um precedente metodoldgico para o uso de técnicas de rotulagdo semi-
automatica em ambientes industriais reais, alinhando-se diretamente com os

objetivos desta pesquisa.
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3 METODOLOGIA

3.1. COLETA DOS DADOS

3.1.1. Cenario industrial e videos capturados

A coleta de dados foi feita em uma industria localizada no interior do estado de
Sao Paulo, onde foi instalada uma camera VIP1230B da marca Intelbras para
captura continua de uma sec¢ao na entrada da fabrica. O monitoramento operou com
a gravacao de videos durante diferentes periodos do dia, incluindo os turnos da
manha e da tarde. Esta diferengca de horario € importante para promover maior
variabilidade nas condi¢des de iluminacdo, proporcionando maior robustez ao
dataset resultante.

O processo de aquisi¢ao de dados inicial resultou em um conjunto de 26 videos
capturados em um local especifico, no qual os colaboradores deviam checar o uso
dos equipamentos de protecdo individual. A decisdo de incluir todos os videos
gravados no periodo de coleta, sem aplicagao de critérios de selegao especificos, foi
motivada pela necessidade de manter representatividade parecida com as
condi¢cbdes operacionais reais. Isso inclui variagbes na densidade de trabalhadores,
diferentes formas de checagem e variabilidade no uso efetivo dos EPIs. A pequena
quantidade coletada também influenciou essa decisao.

A extracado de frames resultou em um total de 50.088 imagens estaticas que
compdem o dataset final. Este processo de decomposi¢cdo dos videos permite a
aplicacdo de técnicas de detecgdo de objetos frame a frame, essencial para a

metodologia proposta do caso em questéo.

3.1.2. Estruturagao dos frames e classes

A estruturagdo do dataset seguiu o padrdao de anotagao na qual cada frame é
acompanhado por um par correspondente contendo as coordenadas normalizadas

dos objetos detectados. Todas as anotacdes foram feitas em um total de 77 dias,
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com o uso da plataforma CVAT (Computer Vision Annotation Tool), uma ferramenta

open source que permite a segmentacao e deteccdo de objetos, este ultimo o caso

do presente trabalho. A carga diaria variou entre 1h30 e 3h de anotagdes, feitas
majoritariamente no turno da manha.

O sistema foi desenvolvido para a detecgao automatica de quatro classes
principais de objetos relacionados a seguranga ocupacional da industria em questéo,
definidas com base nas normas regulamentadoras brasileiras (NR-6) e praticas
internacionais de segurancga industrial:

- Helmet (Capacete de Seguranca): destinado a protecdo do cranio contra
impactos, perfuragdes e choques elétricos;

- Vest (Colete de Seguranga): destinado a aumentar a visibilidade do trabalhador,
reduzindo o risco de acidentes, especialmente em ambientes com pouca luz ou
em areas de risco com presencga de veiculos ou maquinas;

- Person (Pessoa): deteccédo e localizagdo de individuos presentes no ambiente
industrial, fundamental para analise contextual do uso de EPIs;

- Ear (Protetor Auricular tipo Concha): destinado a bloquear ou reduzir a intensidade
do som, protegendo os ouvidos de danos causados pela exposi¢cdo a niveis de
ruido perigosos.

A analise estatistica preliminar do dataset revelou uma distribuicao
desbalanceada entre as classes, caracteristica inerente a cenarios reais, observada

no Grafico abaixo.
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Grafico 1 - Histograma do dataset.

50.088

Helmet Vest Person Ear

Fonte: O autor, 2025.

A classe Person apresenta frequéncia significativamente superior as demais,
uma vez que trabalhadores estdo constantemente presentes no ambiente,
independentemente do uso de EPIs especificos, mas o contrario nao é valido, ou
seja, EPIs que apareceram no frame, mas nao foram vestidos por individuos, néao
foram anotados, pois sdo casos que nao devem ser detectados pelo sistema final.
Esta distribuicao nao foi artificialmente corrigida através de técnicas de
balanceamento sintético, pois reflete fielmente as condigbes operacionais reais nas
quais nem todos os trabalhadores utilizam simultaneamente todos os equipamentos
de protecado requeridos. Dados rotulados e nao rotulados podem nao aderir a
suposicao de dados independentes e distribuidos de forma idéntica. Isso ocorre
porque dados nao rotulados podem originar-se de cenarios diferentes daqueles dos
dados rotulados em casos reais (Ql et al., 2023) Por fim, o balanceamento destas
classes quase impossibilitaria a aplicagdo, a nao ser que todos os frames tivesse a

presenga de uma pessoa com todos os EPIs. Porém, neste caso, o algoritmo nao
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iria ter em sua base nenhum frame de um individuo sem EPI e provavelmente

falharia nessas situagoes.

3.2. ESTRATEGIAS DE ANOTAGAO PARCIAL

A implementacdo de estratégias de anotacdo parcial constitui o nucleo
metodoldgico deste trabalho, visando avaliar a viabilidade de uma abordagem semi
supervisionada em uma industria real. Foi desenvolvido um algoritmo baseado na
distribuicdo de classes para selecdo dos subconjuntos de treinamento, garantindo
representatividade estatistica. Inicialmente, é calculada a frequéncia total de cada
classe no dataset completo, estabelecendo uma distribuicdo de referéncia que
representa as caracteristicas estatisticas globais dos dados. Em seguida, o
algoritmo procede a selegdo sequencial de videos e avalia iterativamente qual
combinagdo melhor preserva a proporgao original das classes no subconjunto
selecionado. O processo de selegao utiliza uma fungdo de distancia que calcula a
divergéncia entre a distribuicdo do subconjunto candidato e a distribuigdo global de
referéncia. Esta fungdo de distancia considera as frequéncias relativas de todas as
classes simultaneamente, penalizando sele¢cdes que resultem em desvios
significativos da distribuicao original. A cada iteragao, o algoritmo seleciona o video
que, quando adicionado ao subconjunto atual, resulta na menor distancia possivel
em relagao a distribuicdo de referéncia.

Para o cenario experimental de 10% de dados anotados manualmente, a
selecdo resultou em uma divisao estratégica na qual 2 videos foram destinados ao
conjunto de treinamento, 3 videos ao conjunto de validagdo e mais 18 videos foram
reservados para posterior anotacdo automatica. Similarmente, para o cenario de
20% de dados anotados manualmente, a estratégia de selegao identificou 4 videos
para treinamento e 3 videos para validagdo, deixando 16 videos para anotacao
automatica posterior. Para o cenario de 30%, foram destinados 6 videos para
treinamento, 3 para validagao e os 14 restantes foram anotados automaticamente
em seguida. Adicionalmente, para os videos restantes (3 em cada caso), foi
estabelecida uma reserva estratégica dos dados totais exclusivamente para
avaliacao final, garantindo que a performance dos modelos seja testada em dados

completamente nao vistos durante qualquer etapa do processo de desenvolvimento.
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Esta abordagem é fundamental para evitar vazamento de informagbes entre

conjuntos e garantir avaliagdo imparcial dos resultados.

3.3. MODELO 1 - GERAGCAO DE ROTULOS

A implementacdo do Modelo 1, em ambos os casos de 10%, 20% e 30% de
rotulagdo manual, representa a fase inicial da abordagem semi supervisionada
proposta, utilizando a técnica de pseudo-labeling para expandir automaticamente a
base de dados anotados. Esta estratégia fundamenta-se no principio de que um
modelo treinado com dados parcialmente anotados pode generalizar suficientemente
bem. Dessa forma, pode produzir anota¢des automaticas de qualidade aceitavel em
dados nao rotulados, incluindo um dataset desbalanceado (LEE, 2013). O Modelo 1
foi implementado utilizando a arquitetura YOLOv8 medium, escolhida por sua
comprovada eficiéncia em tarefas de detecgdo de objetos em tempo real e sua
capacidade de generalizagdo em diferentes cenarios. O YOLOvV8 representa o
estado da arte em detecgao de objetos, combinando velocidade de processamento
com precisao de deteccao através de sua arquitetura baseada em redes neurais
convolucionais profundas.

O processo de treinamento do modelo base iniciou-se com a utilizagdo de
pesos pré-treinados fornecidos pela Ultralytics, aproveitando representagbes de
caracteristicas aprendidas em datasets de larga escala. Esta estratégia de transfer
learning é fundamental para compensar a limitagcdo de dados anotados disponiveis,
permitindo que o modelo inicie o treinamento com conhecimento prévio sobre
deteccdo de objetos genéricos (ALl et al., 2023). O treinamento foi conduzido por
150 épocas, periodo determinado através de analise da convergéncia do modelo
nos conjuntos de validagdo. Foram realizados experimentos preliminares com
duragdes variadas (50, 100, 150 e 200 épocas) nos quais se observou que a métrica
MAP@0.5 no conjunto de validagdo estabilizava consistentemente apods
aproximadamente 100-120 épocas, apresentando variagbes inferiores a 0.5% nas
épocas subsequentes. O limite de 150 épocas foi estabelecido para garantir
convergéncia completa em todos os cenarios experimentais, considerando que o
uso de diferentes propor¢cdes de dados anotados poderia resultar em taxas de

convergéncia ligeiramente distintas. Durante este processo, foram utilizados os
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subconjuntos de dados parcialmente anotados (10%, 20% ou 30%), com
monitoramento continuo das métricas de performance para possivel deteccdo de
overfitting e ajuste automatico de hiperparametros.

Apods a conclusao do treinamento inicial, o modelo foi aplicado aos dados nao
anotados para geracdo automatica de pseudo-labels. Este processo de inferéncia
utilizou um limiar de confianga adaptativo para todas as classes, com o limiar 6timo

mostrado na Tabela 6 a seguir.

Tabela 6 - Limiar de confianga 6timo por modelo e por classe.

Classe 10% 20% 30% 100%

Helmet 0.3 0.3 0.3 0.3
Vest 0.4 0.5 0.7 0.7

Person 0.3 0.4 0.3 0.3
Ear 0.6 0.3 0.5 0.6

Fonte: O autor, 2025.

O processo de geracao de pseudo-labels incluiu a aplicagado de supressao de
nao-maximos (Non-Maximum Suppression - NMS) para eliminagdo de deteccdes
redundantes e sobrepostas, evitando duplicagdes que poderiam confundir o
treinamento subsequente do Modelo 2. As coordenadas das detecgdes foram
normalizadas seguindo o padrdao YOLO, na qual cada bounding box é representada
pelas coordenadas do centro (x, y) e dimensdes (largura, altura), todas normalizadas
em relagdo as dimensdes da imagem. Este formato padronizado facilita o
processamento posterior e garante compatibilidade com os dados originalmente
anotados.

O controle de qualidade dos pseudo-labels gerados foi realizado através de
inspecao visual posterior, processo manual no qual todos frames das anotacdes
automaticas foram verificados para identificagdo de erros grosseiros ou padrdes
sistematicos de falhas. Isso so foi possivel devido ao pequeno dataset em questao,
sendo dificil de ser realizado em casos mais complexos. Embora esta abordagem
nao permita corregdo automatizada dos erros, fornece insights importantes sobre a
qualidade geral do processo de pseudo-labeling e possiveis dire¢des para melhorias

futuras.



38

3.4. MODELO 2 - TREINAMENTO FINAL COM ROTULACOES AUTOMATICAS

O desenvolvimento do Modelo 2 representa a ultima etapa experimental, na
qual a base de dados expandida através dos pseudo-labels gerados pelo Modelo 1 é
utilizada para treinamento de um modelo final com tedrica capacidade de
generalizagao superior. Esta estratégia visa combinar o conhecimento extraido dos
dados originalmente anotados com as informag¢des adicionais fornecidas pelos
pseudo-labels. O resultado € um sistema mais robusto e preciso. O Modelo 2 foi
implementado utilizando a mesma arquitetura YOLOv8 do Modelo 1. Esta escolha
arquitetural permitiu a analise direta do impacto da expansao da base de dados
através de pseudo-labeling, isolando este fator de possiveis variagdes introduzidas
por diferentes arquiteturas de rede. A configuragdo de treinamento do Modelo 2
também foi feita com 150 épocas, periodo mostrado suficiente para convergéncia
completa considerando a base de dados expandida. O otimizador AdamW foi
utilizado por sua capacidade de adaptacdo automatica da taxa de aprendizado e
eficiente regularizacao através de weight decay integrado (LOSHCHILOV; HUTTER,
2019). O sistema de taxa de aprendizado adaptativa com scheduler cosseno foi
empregado para garantir convergéncia estavel e eficiente (LOSHCHILOV; HUTTER,
2017). Esta estratégia inicia o treinamento com taxa de aprendizado relativamente
alta para exploracao rapida do espago de parametros, reduzindo gradualmente a
taxa conforme o treinamento progride para refinamento fino dos pesos da rede
(NAKAMURA et al., 2021). O padrao cosseno de decaimento proporciona transicées
suaves que evitam oscilagbes indesejadas na fungdo de perda. O batch size foi
determinado automaticamente baseado na capacidade de hardware disponivel,
maximizando a utilizacdo de recursos computacionais enquanto mantém
estabilidade numérica durante o treinamento. Esta abordagem adaptativa é
particularmente importante quando se trabalha com diferentes configuragcdes de
hardware, garantindo reprodutibilidade dos resultados independentemente da
plataforma computacional utilizada. As técnicas de regularizagcéo, dropout e o ja
citado weight decay, foram mantidas em suas configura¢cdes padréo para tentar
prevenir overfitting (SRIVASTAVA et al., 2014). Estas técnicas sao especialmente
importantes quando se trabalha com pseudo-labels, na qual a qualidade dos rotulos

automaticos pode introduzir ruido no processo de aprendizado (ARAZO et al., 2020).
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O conjunto de dados de treinamento do Modelo 2 foi composto apenas pelos
pseudo-labels gerados pelo Modelo 1. Esta estratégia permitiu testar a qualidade da
anotacdo automatica diretamente, uma vez que o dataset pequeno poderia ser
significativamente influenciado pela rotulagdo manual.

Durante o treinamento, foi implementado monitoramento continuo das métricas
de performance no conjunto de validagao, permitindo ajuste de hiperparametros, se
necessario. A implementagdo de early stopping baseado na métrica mAP@0.5
garantiu que o treinamento fosse interrompido no ponto étimo de generalizagéo,

evitando degradacgéao da performance por treinamento excessivo.

3.5. METRICAS DE AVALIACAO

A avaliacdo quantitativa dos modelos desenvolvidos fundamentou-se em
métricas que oferecem perspectivas complementares sobre diferentes aspectos da
performance dos modelos. A métrica principal Mean Average Precision (mAP) com
limiar de loU de 0.5 (MAP@0.5) representa o padrao para avaliagdo de sistemas de
deteccdo de objetos. Esta métrica calcula a precisdo média através de diferentes
niveis de recall para cada classe, posteriormente calculando a média geral entre
todas as classes (EVERINGHAM et al., 2010). O limiar de loU (/ntersection over
Union) de 0.5 determina que uma detec¢cdo € considerada correta quando a
sobreposi¢cao entre a bounding box predita e a anotagdo verdadeira atinge pelo
menos 50% (EVERINGHAM et al., 2010). A métrica mAP@0.5:0.95 proporciona uma
avaliagcdo mais rigorosa ao calcular a média das precisbes médias em multiplos
limiares de loU, variando de 0.5 a 0.95 com incrementos de 0.05. Esta abordagem
multi-limiar fornece analise mais detalhada da qualidade das localizagbes preditas,
penalizando detecgdes com imprecisdo espacial mesmo quando a classificagao esta
correta (PADILLA; NETTO; DA SILVA, 2020). Para aplicagdes criticas de seguranca,
nas quais a localizagdo precisa dos EPIs pode ser fundamental para analises
subsequentes, esta métrica oferece dados valiosos sobre a qualidade das fronteiras
da anotacdo. Quando somamos a avaliagao da detecgdo com a localizacéo, teremos
uma avaliagao global do resultado.

Além dessas métricas, utilizaremos a matriz de confusdo das classes, que

fornece uma analise detalhada das classificacbes realizadas pelo modelo,
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mostrando nao apenas acertos e erros, mas também os padrdes especificos de
confusdo entre classes (KOHAVI; PROVOST, 1998). Esta ferramenta é fundamental
para identificar classes frequentemente confundidas pelo modelo, permitindo analise
qualitativa dos tipos de erros mais comuns e direcionando esforcos de melhoria.
Nela, podemos calcular a precisdao, definida como a proporcdo de deteccdes
corretas em relacao ao total de deteccdes realizadas para cada categoria especifica
(POWERS, 2011). Matematicamente, a equagao que permite seu calculo é TP/
(TP+FP), na qual TP representa verdadeiros positivos e FP representa falsos
positivos, o que torna possivel a identificacdo de classes que apresentam tendéncia
a gerar falsos alarmes. De mesmo modo, com a matriz de confusdo, também
conseguimos calcular o recall, responsavel por medir a capacidade do modelo de
detectar corretamente todos os objetos existentes de uma determinada classe
(POWERS, 2011). Sua equacao € representada como TP/(TP+FN), na qual FN
representa falsos negativos. Em contextos de seguranga industrial, baixo recall das
classes pode resultar em falhas na identificacdo de situagdes de risco.

Para garantir contextualizagdo adequada dos resultados, foi estabelecida
comparagao sistematica com uma abordagem totalmente supervisionada, treinada
utilizando 100% dos dados manualmente anotados e os mesmos 3 videos de teste
utilizados nas estratégias de semi supervisdo. Esta proposta permite quantificagao
direta da eficiéncia da abordagem semi supervisionada, determinando quanto da
performance do modelo totalmente supervisionado pode ser atingida com o uso de

fracbes dos dados anotados.

3.6 VALIDAGCAQ ESTATISTICA

Para garantir robustez e validade estatistica dos resultados experimentais, foi
implementado protocolo rigoroso de validagdo baseado em multiplas repeticoes
independentes e testes estatisticos apropriados para o design experimental

empregado.

3.6.1 Protocolo de Validagao Cruzada
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O protocolo de validagao seguiu abordagem de validagédo cruzada com k=10
repeticbes independentes para cada cenario experimental (10%, 20%, 30% e 100%
de dados anotados manualmente). O valor de k = 10 foi decidido a partir do niumero
de combinagdes possiveis entre 2 videos de treino acrescidos de 3 de validacéao,
resultando em uma combinacao de 5 elementos tomados 2 a 2, caso experimentado
na abordagem de 10%. Como os testes feitos precisam do seu par experimental, os
modelos de 20%, 30% e 100% também tiveram 10 experimentos. Esta estratégia
visa estimar a variabilidade natural do processo de treinamento e fornecer base
estatistica robusta para comparacdes entre as abordagens (KOHAVI, 1995). Cada
repeticdo consistiu no treinamento completo de um modelo YOLOv8 com
inicializacdo aleatéria diferente, garantindo independéncia estatistica entre as
observagdes. Para cada repeticdo, foram registradas quatro métricas de
performance: precision, recall, mMAP@0.5 e mMAP@0.5:0.95.

3.6.2 Teste de Friedman

Para avaliar a significancia das diferengas entre tratamentos, foi empregado o
teste nao-paramétrico de Friedman (FRIEDMAN, 1937), apropriado para
experimentos de blocos que nao atendem pressupostos de normalidade
(HOLLANDER et al., 2013). O teste de Friedman é robusto e amplamente
recomendado para comparacgdes multiplas em aprendizado de maquina (DEMSAR,
2006).

3.6.3 Teste de Nemenyi

Quando o teste de Friedman indicou diferengas significativas, procedeu-se a
analise post-hoc através do teste de Nemenyi (NEMENYI, 1963), que controla o erro
em comparagdes multiplas par-a-par (HOLLANDER et al., 2013), o que resulta na
compreensao de quais pares resultaram em um p < 0,05. O teste de Nemenyi é
especificamente desenvolvido para uso apds o teste de Friedman e € considerado

conservador, reduzindo a probabilidade de descobertas falsas (DEMSAR, 2006).
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3.7. FERRAMENTAS, BIBLIOTECAS E AMBIENTE EXPERIMENTAL

A implementacdo foi desenvolvida com Python como linguagem principal,
aproveitando seu ecossistema de bibliotecas especializadas em aprendizado de
maquina e processamento de imagens. Como citado, o YOLOv8 constituiu a base
arquitetural principal do sistema, sendo esta escolha motivada pela validagdo da
comunidade cientifica e capacidade de integracdo com pipelines de treinamento
automatizado. Além da arquitetura de rede neural, o YOLO oferece ferramentas
completas para treinamento, validacao e inferéncia, reduzindo significativamente a
complexidade de implementacéo.

A biblioteca OpenCV foi utilizada para processamento de imagens e
manipulacdo de videos, o que inclui operagdes de carregamento,
redimensionamento e salvamento de frames. O PyTorch funciona como a base
tecnoldgica essencial para experimentos com redes neurais profundas, oferecendo
ferramentas otimizadas para calculos com tensores e com gradientes necessarios
para o treinamento dos modelos. A integragdo nativa com CUDA permite
aproveitamento eficiente de recursos de GPU quando disponiveis, acelerando
significativamente os processos de treinamento e inferéncia. A biblioteca NumPy foi
empregada para operagdes matematicas e manipulacdo de arrays
multidimensionais, a qual fornece base computacional eficiente para processamento
de dados numéricos. O sistema de configuracdo baseado em PyYAML permite
parametrizagao flexivel de todos os aspectos experimentais, desde caminhos de
diretdrios até hiperparametros de treinamento. Para visualizacido de resultados e
analise de métricas, foram utilizadas as bibliotecas Matplotlib e Seaborn. Estas
ferramentas sao fundamentais para interpretacdo dos resultados e comunicagao
efetiva dos achados experimentais. O ambiente computacional foi configurado com
detecgao automatica de recursos de hardware, com o uso de GPU CUDA quando
disponivel e fallback para CPU se necessario. Esta abordagem adaptativa garante
funcionalidade em diferentes configuracbes de hardware, desde estagdes de
trabalho mais avangadas até laptops convencionais.

A implementagdo seguiu arquitetura modular com separagdo clara de
responsabilidades, facilitando manutencdo e extensédo futura do cddigo. Fungdes

especificas foram desenvolvidas para cada etapa do fluxo experimental, desde
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preparagao de dados até avaliagao de resultados, garantindo clareza metodoldgica e
facilidade de debugging. Para garantir reprodutibilidade, foram implementados
mecanismos de controle de seeds aleatdrias em todas as bibliotecas utilizadas,
garantindo que experimentos repetidos produzam resultados idénticos. Esta pratica
é fundamental para validagdo de resultados e comparacgéo objetiva entre diferentes
configuracdes experimentais.

O sistema de monitoramento experimental inclui registro continuo de métricas
durante o treinamento, salvamento automatico de checkpoints do modelo, e geragéo
de relatérios detalhados de performance. Estas funcionalidades facilitam analise
posterior dos experimentos e identificacdo de padrées na evolugdo das métricas de

performance.
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4 RESULTADOS E DISCUSSAO

4.1. DESEMPENHO GERAL DOS MODELOS COM DIFERENTES PROPORCOES
DE ANOTACAO

4.1.1 Estatisticas Descritivas

Os experimentos conduzidos sugerem que a abordagem semi supervisionada
proposta é capaz de manter performance elevada mesmo com reducgao significativa
na quantidade de dados manualmente anotados, o que corrobora o reportado por
Sohn et al. (2021), que demonstraram melhorias substanciais com uso limitado de
dados rotulados. A validagao cruzada com k=10 repeticdes independentes forneceu
base estatistica para comparacao entre as quatro abordagens experimentais. O
Tabela 7 apresenta as estatisticas descritivas das métricas de performance para

cada cenario de anotagao, revelando padrbes consistentes de hierarquia entre as

abordagens.
Tabela 7 - Estatisticas descritivas do cross-validation.
Métrica 10% 20% 30% 100%
Precision 0.94940.015 0.962+0.011 0.964+0.008 0.967+0.007
Recall 0.948+0.012 0.960+0.015 0.973£0.010 0.975+0.009
mAP@0,5 0.971+0.010 0.979+0.007 0.985+0.005 0.986+0.003
mAP@0,5:0,95 0.767+0.016 0.771£0.015 0.801£0.012 0.805+0.014

Fonte: O autor, 2025.

A analise descritiva inicial sugere uma melhora de performance, com a
abordagem supervisionada (100%) apresentando valores médios superiores em
todas as métricas. Além disso, o desvio padrdo diminui conforme a reducgdo da

quantidade de dados anotados.



45

4.1.2 Teste de Friedman

Para avaliar estatisticamente se as diferencas observadas sao significativas,
foi aplicado o teste n&o-paramétrico de Friedman a cada métrica. O Tabela 8

sumariza os resultados da analise global.

Tabela 8 - Resultados do Teste de Friedman para as métricas.

Métrica Rank Médio Estatistica
10% 20% 30% 100% X3(df=2)
Precision 3.80 2.80 1.90 1.50 19.140
Recall 3.90 3.10 1.60 1.40 26.460
mAP@0,5 3.80 3.00 1.70 1.50 22.680
mAP@0,5:0,95 3.60 2.90 1.80 1.70 18.420

Fonte: O autor, 2025.

Os resultados do teste de Friedman rejeitam a hipdtese nula de igualdade
entre as abordagens para todas as métricas avaliadas (p < 0.05). As estatisticas x?
observadas (18.420-26.460) superam os valores criticos tanto para a = 0.05 quanto
para a = 0.01, indicando evidéncia robusta de diferengas entre as abordagens.

A analise dos ranks médios revela hierarquia consistente: as abordagens com
100% e 30% obtém sistematicamente os melhores ranks (1.50-1.90), seguida pela
semi supervisionada com 20% (2.80-3.10) e, por ultimo, a semi supervisionada com
10% (3.60-3.90).

4.1.3 Teste de Nemenyi

Dado que o teste de Friedman indicou diferencas significativas em todas as
métricas, procedeu-se a andlise post-hoc através do teste de Nemenyi para
identificar quais pares de abordagens diferem significativamente, com os resultados
mostrados no Tabela 9. A diferenca critica (CD) para a = 0.05 com k = 4 tratamentos

e N = 10 blocos é maior ou igual a 1.213.
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Tabela 9 - Resultados do Teste de Nemenyi para cada comparagao par a par.

Métrica 1%%(:{2,)( 12(())':{2,)( 12?)':/;:,)( 30% x20% 30%x10% 20% x 10%
Precision 04 1.3 23 0.9 1.9 1.0
Recall 0.2 1.7 25 1.5 2.3 0.8
mAP@Q0,5 0.2 1.5 2.3 1.3 21 0.8
mAP@0,5:0,95 0.1 1.2 1.9 1.1 1.8 0.7

Fonte: O autor, 2025.

A analise post-hoc revela padroes especificos de significancia:

1. Comparagao do modelo supervisionado: A abordagem com 100% dos
dados ¢é estatisticamente superior a abordagem com 10% em todas as
métricas (4/4 comparacgdes significativas), a abordagem com 20% em 3/4
métricas (exceto mAP@0.5:0.95). Em contrapartida, ndo possui diferenca
estatisticamente significativa em relacdo a abordagem com 30%.

2. Diferengas entre abordagens semi supervisionadas: O modelo com 30% é
estaticamente superior ao modelo com 10% em todas as métricas, e em 2/4
métricas (Recall e mAP@0,5) em relacado ao de 20%. Nao foram detectadas
diferencas significativas entre os modelos com 20% e 10% de dados
anotados em nenhuma das métricas avaliadas.

3. Diferencas das métricas Recall e mAP@Q0,5: Essas métricas demonstraram
maiores diferencas entre abordagens, sendo a unica na qual em todas as
comparagdes com a abordagem supervisionada, exceto 100% x 30%,

resultaram em resultados estatisticamente significativos.

4.1.4 Analise da Magnitude dos Efeitos e Discussao

Embora as diferencas sejam estatisticamente significativas, € importante
avaliar sua relevancia pratica. O Tabela 10 quantifica as magnitudes das diferengas

em termos das métricas originais em pontos percentuais.
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Tabela 10 - Subtragdes entre as médias das métricas apds o cross-validation, em pontos percentuais.

Métrica 100% x30%  100% x 20%  100% x 10% 30% x 20% 30% x 10%
Precision 0.3% 0.5% 1.9% 0.7% 21%
Recall 0.2% 1.5% 2.7% 1.3% 2.5%
mAP@0,5 0.1% 0.7% 1.5% 0.6% 1.4%
mAP@0,5:0,95 0.4% 3.4% 3.8% 3.0% 3.4%

Fonte: O autor, 2025.

A analise das magnitudes revela que, embora geralmente estatisticamente
significativas, as diferengcas absolutas sao relativamente modestas para a maioria
das métricas. A maior perda ocorre na métrica mAP@0.5:0.95, onde a reducao de
100% para 10% de dados anotados resulta em deterioracdo de 3.8%. Este resultado
alinha-se com a literatura que demonstra maior sensibilidade de métricas rigorosas
de localizagdo a redugdes na qualidade dos dados de treinamento (PADILLA;
NETTO; DA SILVA, 2020). Ao mesmo tempo, esta diferenga pode fazer pouco efeito
na pratica e nao ser custo-benéfica em relacdo ao esforco de anotagdo empregado
para alcangar essa performance. Isto é notado na comparacéo entre 100% e 30%,
na qual a métrica com maior diferenca de resultado tem resultado apenas 0,4%
menor.

Os resultados obtidos oferecem validagdo de padrbes reportados na
literatura. Xu et al. (2024) demonstraram que frameworks semi supervisionados
mantém performance competitiva com modelos pré treinados em condigdes de
escassez de dados anotados, achado que encontra correspondéncia direta nos
resultados nos quais a abordagem de 30% mantém 99.5% da performance na
métrica mais rigorosa (MAP@0.5:0.95: 0.801 vs 0.805).

Além disso, as métricas alcangadas corroboram com a discusséao de Jin et al.
(2021) sobre a existéncia de pontos 6timos na quantidade de dados anotados para
maximizar qualidade de pseudo-labels. Enquanto a diferenca 100% vs 30% néo é
significativa, a diferenca 100% vs 10% é significativa em todas as métricas,
sugerindo que existe um limiar critico entre 10% e 30% na qual a degradacéo se
acelera.

Apesar dessas diferengas, as abordagens semi supervisionadas mantém
diferencas controladas: precision (-1.9%), recall (-2.8%), mAP@0.5 (-1.5%) e
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MAP@0.5:0.95 (-3.8%) para o cenario de 10%, o pior caso no quesito métricas.
Estas magnitudes sdo piores que as reportadas em trabalhos anteriores, porém o

dataset utilizado € menor em numeros absolutos.

4.2. ANALISE QUANTITATIVA DAS CLASSES

4.2.1 Analise dos mAPs

As analises dos mAPs por classe revelam comportamentos que refletem a
complexidade inerente a detecgao de diferentes tipos de EPIs, alinhando-se com os
desafios reportados por Gallo et al. (2022). A heterogeneidade na performance entre
classes € um fenbmeno bem documentado na literatura de deteccao de objetos
(FANG et al., 2017), particularmente em dominios especializados com um
background complexo envolvido, como o caso das industrias.

A classe Vest apresentou a melhor performance em todos os cenarios
experimentais, com mAP@0.5 evoluindo de 0.985 (10%) para 0.988 (20%), 0,993
(30%) até 0.994 (100%), demonstrando excelente detectabilidade. Todos os

resultados sao vistos na Tabela 11 abaixo.

Tabela 11 - Valores de mAP@0,5 por classes.

Classes mAP@0,5-10% mAP@0,5-20% mAP@0,5-30% mAP@O0,5-100%
Helmet 0,975 0,982 0,990 0,991

Vest 0,985 0,988 0,993 0,994
Person 0,962 0,976 0,979 0,981

Ear 0,962 0,970 0,977 0,978

Fonte: O autor, 2025.

Este resultado pode ser atribuido as caracteristicas visuais distintivas dos
coletes de seguranga, que apresentam cores contrastantes e padrdes reflexivos que
facilitam a deteccdo automatica. Esta observacao € consistente com os principios de
design de EPIs, que intencionalmente maximizam a visibilidade através de cores de

alta saturacdo e materiais refletivos para serem processados mais eficientemente
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por sistemas de visdo (TREISMAN; GELADE, 1980). A aplicacédo desta teoria ao
contexto de redes neurais convolucionais sugere que caracteristicas de baixo nivel
como cores e bordas associadas aos coletes sao mais facilmente aprendidas e
generalizadas.

A classe Helmet demonstrou 6tima performance, com variagdo minima entre
os diferentes cenarios. Os modelos variaram de 0,975 (10%) até 0,991 (100%) no
MAP@Q0.5. A consisténcia na detecgao de capacetes pode ser atribuida a sua forma
geométrica distintiva e posicionamento padronizado na regido superior da cabeca.

A classe Person apresentou mAP@0.5 de 0.962 (10%), 0.976 (20%), 0.979
(30%) e 0.981 (100%), mostrando progressao consistente, porém baixa, com o
aumento de dados anotados. Esta classe representa um desafio fundamental em
ambientes industriais devido a variabilidade de poses, oclusdes parciais, condicdes
de iluminagao variaveis, a presenca de equipamentos industriais que podem causar
confusdo visual e sua importancia no contexto de detecgdo de seguranga. A
localizagdo das bounding boxes dessa classe demonstrou bons resultados nos
cenarios testados, com valores de mAP@0.5:0.95, visualizados no Tabela 12, entre
0.765-0.815. Este padrao é consistente com a arquitetura YOLOvVS8 utilizada, que foi

otimizada para detecg¢ao de pessoas em diversos contextos.

Tabela 12 - Valores de mAP@0,5:0,95 por classes.

mAP@0,5:0,95 - mAP@0,5:0,95- mAP@0,5:0,95- mAP@0,5:0,95 -

Clheses 10% 20% 30% 100%
Helmet 0,785 0,789 0,820 0,825
Vest 0,815 0,821 0,842 0,845
Person 0,765 0,771 0,809 0,815
Ear 0,703 0,703 0,735 0,735

Fonte: O autor, 2025.

A classe Ear apresentou a maior variabilidade entre os cenarios. Com
MAP@0.5 variando entre 0.962-0.978 e mAP@0.5:0.95 entre 0.703-0.735, esta
classe representa o maior desafio técnico do sistema proposto. A menor
performance na métrica mais rigorosa indica dificuldades especificas na localizagao
precisa destes objetos, provavelmente devido ao seu tamanho reduzido e alta

susceptibilidade a oclusdes parciais. Esta dificuldade € consistente com os principios
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de detecgdo de objetos pequenos em redes neurais convolucionais, nas quais a
perda de informagédo espacial pode impactar significativamente a detecgdo de
objetos que ocupam pequenas por¢des da imagem (SINGH; DAVIS, 2018). Além
disso, protetores auriculares tipo concha apresentam caracteristicas visuais menos
distintivas comparados a outros EPIs, frequentemente confundindo-se com cabelo
escuro ou sombras. Entretanto, Pathiraja, Gunawardhana e Khan (2023) propéem
uma nova abordagem de que visa calibrar conjuntamente a confianga multiclasse
preditiva e a localizagdo da bounding box, o que pode indicar um caminho para

otimizar o caso dessa classe.

4.2.2 Matrizes de Confusao

A analise das matrizes de confusdo normalizadas, apresentadas nas Tabelas
13, 14, 15 e 16 abaixo, revela padroes de performance que complementam e
questionam o entendimento dos resultados de mAP apresentados anteriormente.
Enquanto as métricas gerais de mAP indicaram performance comparavel entre as
abordagens semi supervisionadas e a supervisionada, as matrizes de confuséo

expdem nuances no comportamento classificatorio dos modelos em questéo.

Tabela 13 - Matriz de confusdo normalizada para o modelo com 10% de dados anotados
manualmente.

Helmet 0,97 - - - 0,22
Vest - 0,99 - - 0,06
Person - - 0,92 - 0,54
Ear - - - 0.96 0,18
Background 0,03 0,01 0,08 0,04 -
Helmet Vest Person Ear Background

Fonte: O autor, 2025.
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Tabela 14 - Matriz de confusao normalizada para o modelo com 20% de dados anotados
manualmente.

Helmet 0,98 - - - 0,33
Vest - 0,99 - - 0,07
Person - - 0,94 - 0,48
Ear - - - 0.97 0,12
Background 0,02 0,01 0,06 0,03 -
Helmet Vest Person Ear Background

Fonte: O autor, 2025.

Tabela 15 - Matriz de confusdo normalizada para o modelo com 30% de dados anotados
manualmente.

Helmet 0,99 - - - 0,19
Vest - 1,00 - - 0,12
Person - - 0,96 - 0,41
Ear - - - 0.98 0,21
Background 0,01 - 0,04 0,02 -
Helmet Vest Person Ear Background

Fonte: O autor, 2025.

Tabela 16 - Matriz de confusao normalizada para o modelo com todos os dados anotados
manualmente.

Helmet 1,00 - - - 0,17
Vest - 1,00 - - 0,13
Person - - 0,96 - 0,39
Ear - - - 0.98 0,31
Background - - 0,04 0,02 -
Helmet Vest Person Ear Background

Fonte: O autor, 2025.

A classe Helmet demonstra consisténcia em todos os cenarios experimentais,
com otima performance (acima de 0,97) tanto nos modelos semi supervisionados

quanto no supervisionado. Este resultado corrobora os achados de mAP@0.5
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previamente reportados (0.975 para 10%, 0.982 para 20%, 0,990 para 30% e 0.991
para 100%) e alinha-se com a literatura que argumentam que redes neurais
convolucionais desenvolvem hierarquias de caracteristicas, nas quais caracteristicas
simples (bordas, contornos) sao progressivamente combinadas em representagdes
mais complexas. Para capacetes, este processamento hierarquico pode ser
particularmente eficiente porque a forma distintiva pode criar padrées de bordas e
gradientes que sao facilmente detectaveis nas camadas iniciais e consistentemente
agregados nas camadas superiores (LECUN; BENGIO; HINTON; 2015). Entretanto,
a analise da confusdo com o background revela um padrao diferente de evolugao
com o aumento de dados anotados. O modelo com 10% apresenta taxa de falsos
positivos de 0,22 para capacetes classificados incorretamente como background,
aumentando para 0,33 no modelo de 20%, e reduzindo para 0,19 em 30% e 0,17 no
100% supervisionado. Bartlett e Mendelson (2002) sugerem que a relagdo entre
quantidade de dados de treinamento e performance de generalizacdo nao é
necessariamente diretamente proporcional, especialmente em regimes de dados
limitados nos quais diferentes mecanismos de generalizacdo podem dominar. Além
disso, o pequeno dataset pode levar a taxas ruins de signal to noise e afetar a
capacidade de generalizagdo de um modelo (ADVANI; SAXE, 2017), principalmente
sendo ele multi-classe.

A classe Vest mantém o6tima performance (acima de 0,99) em todos os
cenarios, confirmando as observacdes qualitativas sobre as caracteristicas visuais
altamente contrastantes dos coletes de seguranca e a citada propriedade de
caracteristicas distintivas desses objetos. A taxa de falsos positivos para background
mantém-se consistentemente baixa (0,06-0,13), indicando que, neste caso, ©0s
coletes nédo sao confundidos com elementos do ambiente industrial. A robustez da
deteccdo de coletes em diferentes propor¢gdes de dados anotados sugere a hipotese
de que esta classe poderia potencialmente servir como referéncia confiavel em
sistemas multi-classe. Esta possibilidade, embora n&o diretamente validada na
literatura existente, merece investigagao futura para determinar se detec¢des como
esta podem ser sistematicamente utilizadas para calibracdo de outros componentes
do sistema.

A classe Person apresenta o padrdo mais complexo, com sua meétrica

variando entre 0,92-0,96 nos diferentes cenarios. O aprendizado supervisionado
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alcanga performance superior (0,96) comparado aos modelos semi supervisionados
de 10% e 20% (0,92 para 10% e 0,94 para 20%), mas com o mesmo valor para 30%
(0,96). Porém, a taxa de confusdo com background apresenta padrao elevado (0,54
para 10%, 0,48 para 20%, 0,41 para 30% e 0,39 para 100%) em todos os casos, 0
que contrasta com a estabilidade mostrada pela classe no mAP. O primeiro fator
explicativo reside no desequilibrio inerente entre as classes no dataset estudado.
Conforme reportado no histograma do dataset original, a classe Person apresenta
50.088 instancias, significativamente superior as demais classes (Helmet. 22.147,
Vest: 20.461, Ear. 19.312). Este desequilibrio cria um viés estatistico fundamental
que pode afetar diferentemente as métricas de precisdo e as taxas de confusao.
Shahnawaz e Kumar (2025) reportam que em datasets desequilibrados, modelos
tendem a desenvolver viés em diregdao a classe majoritaria, resultando em alta
precisdo para essa classe devido ao grande numero de verdadeiros positivos,
mesmo na presengca de falsos positivos substanciais. Zeiler e Fergus (2013)
demonstraram como caracteristicas aprendidas pelos modelos podem ser altamente
sensiveis por estruturas com padrdes visuais similares. Equipamentos, estruturas e
sombras podem ativar detectores de caracteristicas humanas, resultando em falsos
positivos que contribuem para a alta taxa de confusdo com background.

A classe Ear varia pouco entre cenarios (0,96 para 10%, 0,97 para 20%, 0,98
para 30% e 0,98 para 100%) e sua taxa de confusdo com o background segue uma
tendéncia diferente (0,18 para 10%, 0,12 para 20%, 0,21 para 30% e 0,31 para
100%). Porém, o aumento substancial de falsos positivos com o0 aumento de dados
anotados pode sugerir um possivel overfitting aos padroes especificos do dataset de
treinamento, fendbmeno documentado em cenarios nos quais a complexidade do

modelo excede a diversidade dos dados disponiveis (YING, 2019).

4.2.3 Comparagao com Abordagem Supervisionada

A comparagado revela que a abordagem semi supervisionada proposta
consegue se aproximar das métricas de performance do modelo treinado com 100%
dos dados anotados. Este resultado é um indicativo importante, considerando a
reducao na quantidade de anotagdes manuais requeridas. Os resultados obtidos sao

comparaveis aos reportados por Sohn et al. (2021) em seu framework STAC, no qual



54

demonstraram que modelos semi supervisionados podem até superar estratégias
supervisionadas quando treinados com 5% de dados anotados manualmente, por
exemplo. Similarmente, o framework CISO proposto por Qi et al. (2023) demonstrou
performance superior as abordagens supervisionadas em datasets como MS COCO
e VOC com proporgdes similares de dados anotados.

Na métrica mAP@0.5, os modelos semi supervisionados praticamente
equiparam-se ao supervisionado, com diferencas inferiores a 2%. Este resultado é
particularmente significativo quando contextualizado dentro da literatura de detecgao
de EPIs, na qual Gallo et al. (2022) reportaram o uso de 70.000 frames anotados
manualmente para atingir performance comparavel em uma abordagem
completamente supervisionada. A métrica mAP@0.5:0.95, mais exigente em termos
de precisao de localizagdao, mostrou bons resultados e comportamento similar.

Estes resultados contraintuitivos, nos quais modelos treinados com menos
dados anotados tem performance préoxima a abordagem supervisionada, tém
precedentes na literatura e podem ser explicados por certos mecanismos teoricos.

Primeiro, o processo de pseudo-labeling pode ter funcionado como uma
forma de ruido positivo, similar aos efeitos observados por Xie et al. (2020) em seu
trabalho sobre self-training. A diversidade adicional introduzida pelos pseudo-labels
pode ter otimizado a capacidade de generalizagdo dos modelos, especialmente
considerando o tamanho relativamente pequeno do dataset original.

Depois, a selegéo estratégica dos videos para anotagdo manual, baseada na
preservacao de distribuicbes de classes, pode ter capturado exemplos
particularmente informativos do universo amostral. Esta hipétese é suportada pela
teoria do active learning, que sugere que selegdo inteligente de exemplos de
treinamento pode resultar em performance superior comparada a amostragem
aleatdria (SETTLES, 2009).

4.3. ANALISE VISUAL

A analise visual dos frames de deteccgao revelou padrdes especificos de erro
que fornecem informagdes fundamentais sobre as limitagdes e potencialidades da
abordagem proposta. Esta andlise identificou que as classes Ear e Person

apresentam mais erros de deteccdo, o que corrobora os resultados quantitativos e
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0s padrdes tedricos esperados para estas categorias de objetos. Além disso, foi
observado que o modelo de 30% obteve exatamente a mesma localizagdo de
deteccdes em relagcdo ao de 100% nas Figuras abaixo, o que reforca a semelhanca
dos resultados exibidos anteriormente.

Para a classe Ear, foram identificados multiplos casos nos quais protetores
auriculares anotados nao foram detectados pelos modelos, particularmente quando
ha interferéncia das maos dos trabalhadores, o que converge com a hipétese de

oclusdes levantada no topico anterior. Isto pode ser visto na Figura 5.

Figura 5 - Mao de trabalhador se torna oclusédo e impede os modelos de 10% (azul) e 20% (vermelho)
de realizarem a detecgéo.

Fonte: o autor, 2025.

Recorrentemente, observa-se a oclusdao por membros superiores, o que
constitui um fator limitante critico, fenbmeno bem documentado na literatura de
deteccdo de objetos pequenos (SINGH; DAVIS, 2018). Esta limitagdo especifica
pode ser explicada através do fato de que objetos parcialmente obstruidos requerem
inferéncia contextual que pode exceder a capacidade de generalizagdo dos modelos
treinados, especialmente com dados limitados. A presenca desses falsos negativos
também pode sugerir que os pseudo-labels gerados podem ter introduzido ruido

sistematico que foi posteriormente amplificado durante o treinamento do Modelo 2.
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A classe Person apresentou padrées de erro relacionados principalmente a
oclusdes e sobreposicdes entre trabalhadores, problema fundamental em deteccao

de pessoas em ambientes povoados (DOLLAR et al., 2011), observado na Figura 6.

Figura 6 - Trabalhador se torna oclusao de outro e impede que dois dos modelos (10% e 20%) de

realizarem a deteccgao.

Fonte: o autor, 2025.

A andlise qualitativa também identificou casos nos quais pessoas foram
anotadas mas nao detectadas quando posicionadas atras de outros individuos ou

quando localizadas em segundo plano, evidenciado na Figura 7.
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Figura 7 - Trabalhador com o celular foi anotado (verde), mas néo é detectado em modelo algum.

Fonte: O autor, 2025.

Estes padrdes sao particularmente relevantes para aplicagbes como esta, nas
quais a deteccao de todos os trabalhadores presentes na cena é fundamental para
analise contextual do uso de EPIs, e um erro pode resultar em falhas criticas na
avaliacao de conformidade com normas de segurancga. A dificuldade em detectar
pessoas parcialmente oclusas ou em segundo plano reflete limitagdes conhecidas
das arquiteturas YOLO, que podem ter maior facilidade com objetos mais
proeminentes no frame (HU et al., 2023). De mesmo modo foram evidenciados
casos de detecgdes corretas de pessoas ndo originalmente anotadas, como na
Figura 8, sugerindo que os modelos podem desenvolver capacidade de

generalizagao superior a cobertura das anotagbes manuais originais.
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Figura 8 - Trabalhador ndo anotado (verde) é detectado nos modelos de 20% (rosa), 30% e 100%

(vermelho).

Fonte: o autor, 2025.

A capacidade dos modelos de identificar instancias validas ndo anotadas
pode indicar que o processo de pseudo-labeling pode ter sido capaz de enriquecer o

dataset além das limitagdes das anotagdes manuais iniciais.

4.4. DISCUSSAO SOBRE A ECONOMIA DE TEMPO DE ANOTAGCAO

A implementacdo da abordagem semi supervisionada proposta resulta em
uma economia substancial de recursos humanos dedicados a anotagao de dados,
de acordo com as motivagdes fundamentais que impulsionam o desenvolvimento de
meétodos semi supervisionados nos trabalhos sobre visdo computacional. O cenario
com 10% de anotagdo manual requereu 66 dias a menos (77 x 11), enquanto o
cenario de 20% reduziu em 54 dias o processo (77 x 23) e o cenario de 30% reduziu
em 45 dias as anotacbes (77 x 32). Esta economia de tempo tem implicagdes
econdmicas significativas, especialmente considerando que anotagdo de dados
especializados requer expertise técnica e um custo associado que pode ser elevado,
a depender da complexidade (SNOW et al., 2008). A comparagdo com custos

reportados na literatura reforgca a relevancia econémica dos resultados obtidos. Lin
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et al. (2014) reportaram que a criagao do dataset MS COCO requereu cerca de
60.000 horas humana. A redugao no esforco de anotacdo, mantendo performance
comparavel, representa avancgo significativo na viabilidade pratica de sistemas de
detecgcao automatizada para aplicagdes industriais. A analise econbmica deve
também considerar os custos de oportunidade associados ao tempo de
especialistas. Em contextos industriais, profissionais qualificados em seguranga do
trabalho frequentemente possuem outras responsabilidades criticas, tornando o
tempo dedicado a anotagdo de dados uma limitagdo pratica significativa. A redugéo
de 77 para 11, 23 e 32 dias de anotagao representa liberagdo substancial de
recursos humanos especializados para outras atividades de valor agregado, além da
diminuicdo da fadiga e possivel aumento da motivagao no trabalho.

A escalabilidade da abordagem proposta constitui uma vantagem adicional
com implicagdes praticas importantes. Uma vez estabelecida o fluxo do experimento
semi supervisionado, novos dados podem ser incorporados com minimo esforgo de
anotagao manual adicional, permitindo adaptagdo continua e melhoria iterativa dos
modelos de deteccgao. Esta caracteristica é especialmente relevante para aplicagdes
industriais, nas quais condigbes operacionais, equipamentos, /ayouts e
procedimentos podem evoluir ao longo do tempo, requerendo adaptagdo dos

sistemas de monitoramento.

4.5. VALIDACAO EM DATASET PUBLICO

Para avaliar a capacidade de generalizagdo da abordagem proposta, além do
contexto industrial especifico no qual os modelos foram desenvolvidos, foi conduzida
validagao adicional utilizando um dataset publico para detecgao de EPIs. Importante
ressaltar que para esta validagdo, a metodologia completa foi reaplicada, com os
seguintes passos: primeiro, selecdo de propor¢des de dados para anotagdo manual
(10%, 20%, 30%); segundo, treinamento do Modelo 1 com dados parcialmente
anotados; terceiro, geragcdo de pseudo-labels para dados n&do anotados; e por fim,
treinamento do Modelo 2 com pseudo-labels gerados. Portanto, os modelos
avaliados no dataset publico foram treinados especificamente nesse dataset
utilizando a mesma estratégia metodoldgica, ndo representando transferéncia direta

dos modelos desenvolvidos no dataset industrial coletado pelo autor deste trabalho.
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4.5.1 Contexto do SH17 Dataset

O SH17 Dataset! representa um dos datasets mais abrangentes disponiveis
publicamente para detecgao de EPIs em contextos industriais. Composto por 8.099
imagens anotadas contendo 75.994 insténcias distribuidas em 17 classes de
equipamentos de protecao individual, o dataset foi coletado em diversos ambientes
industriais reais, incluindo construgdo civil e ambientes de produgdo. Uma
caracteristica distintiva deste dataset é a prevaléncia de objetos pequenos: 52% das
anotagdes ocupam menos de 1% da area total da imagem, e 78% ocupam menos
de 5%.

As 17 classes incluem nao apenas EPIs propriamente ditos (helmet, vest,
mask, safety glasses, gloves, safety shoes, earmuff, earplug), mas também suas
correspondentes classes negativas (no-helmet, no-vest, no-mask, no-safety glasses,

no-gloves, no-safety shoes), além das classes person, head e body.

4.5.2 Resultados

Para o presente estudo, a avaliacdo focou nas classes que apresentam
correspondéncia conceitual com o dataset industrial original deste trabalho: helmet,
vest, person e earmuffs. E importante ressaltar que os resultados dos autores do
dataset contemplam todas as 17 classes (AHMAD; RAHIMI, 2024), estabelecendo
referéncia de performance para os resultados deste trabalho.

A Tabela 17 mostra os resultados alcancados em cada métrica para cada
percentual anotado, e a ultima coluna traz os resultados dos autores originais para a

mesma arquitetura utilizada.

1 Disponivel em: https://www.kaggle.com/datasets/mugheesahmad/sh17-dataset-for-ppe-detection.
Acesso em: 19 set. 2025
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Métrica 10% 20% 30% 100% Original
Precision 0.673+0.031 0.712+0.026 0.748+0.021 0.781+0.018 0,815
Recall 0.414+0.035 0.458+0.029 0.503+0.024 0.538+0.020 0,557
mAP@0,5 0.492+0.029 0.548+0.024 0.571+0.019 0.609+0.016 0,637
mAP@0,5:0,95 0.323+0.036 0.379+0.031 0.398+0.026 0.405+0.022 0,417

Fonte: O autor, 2025.

A comparacao revela uma performance equivalente aos resultados reportados
por Ahmad e Rahimi (2024). A métrica mAP@0.5:0.95 para o modelo com 100% de
anotacdo tem o melhor resultado, atingindo 0.405, ficando apenas 1.2% abaixo do
reportado pelos autores originais. A diminuicdo generalizada pode ser explicada por
multiplos fatores que caracterizam a falta de metodologia pensada especificamente
para o contexto, uma vez que as imagens ja anotadas foram incorporadas ao
processo.

Primeiro, o contexto operacional fundamentalmente distinto entre os
ambientes afeta profundamente a detecgado. Enquanto o dataset original foi coletado
em ambiente industrial controlado de manufatura com angulos de cémera fixos,
distancias padronizadas e iluminagdo homogénea, o SH17 apresenta diversidade
extrema: imagens de multiplos setores industriais, variagdes de angulo de camera,
distancias diferentes e condi¢des de iluminagao heterogéneas. Por ultimo, o desafio
de objetos pequenos no SH17 (52% das anotagdes < 1% da area) torna dificil a

generalizagao para aprendizados semi-supervisionados.

4.6. LIMITACOES E CONSIDERACOES METODOLOGICAS

Apesar dos resultados promissores, diversas limitagdes metodoldgicas devem
ser cuidadosamente consideradas na interpretacdo dos achados apresentados. A
identificacdo dessas ¢é fundamental para contextualizar adequadamente as
contribuicdes e orientar desenvolvimentos futuros.

A primeira limitagcdo significativa refere-se ao tamanho e especificidade da

base de dados utilizada. Com 50.088 imagens derivadas de um unico ambiente
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industrial, o dataset é relativamente pequeno comparado aos padroes estabelecidos
na literatura de deteccdo de objetos, na qual datasets como MS COCO contém
cerca de 328.000 imagens (LIN et al., 2014). Isto impactou a generalizagdo dos
resultados para outros contextos industriais com caracteristicas visuais, condicdes
de iluminacdo e/ou tipos de equipamentos diferentes, como visto na secédo 4.6. A
especificidade do ambiente de coleta também representa uma consideracao
importante. A base foi coletada em uma unica instalagao industrial no interior de Sao
Paulo, com caracteristicas, equipamentos e procedimentos especificos. A
generalizacao para outras industrias, regides geograficas ou tipos de EPIs sempre
ira requerer validagao adicional, como feita na segao 4.5.

Outro topico a ser discutido € a dependéncia critica da qualidade dos pseudo-
labels gerados pelo Modelo 1. Erros sistematicos introduzidos durante esta etapa
podem propagar-se e amplificar-se durante o treinamento do Modelo 2 (OLIVER et
al., 2019) e levar a vieses de confirmagao (ARAZO et al., 2020). A inspec¢ao visual
manual implementada como controle de qualidade, embora fornega algum nivel de
verificacdo, possui limitagbes inerentes. Esta abordagem nao é escalavel para
datasets maiores e pode nao capturar os padrbes de erro relevantes. Métodos
automatizados de avaliacdo de qualidade de pseudo-labels podem fornecer controle
de qualidade mais rigoroso e escalavel.

Finalmente, a analise qualitativa revelou que certas condicbes operacionais
como oclusdes e posicionamento de trabalhadores continuam representando
desafios significativos para todos os modelos testados. Estas limitagcbes séao
inerentes a complexidade do dominio de aplicacbes reais e refletem desafios
fundamentais em visdo computacional que podem requerer estratégias
complementares para serem adequadamente enderegadas. As oclusdes, em
particular, representam um desafio técnico que pode requerer abordagens
arquiteturais mais sofisticadas, como redes neurais com mecanismos de atengao
(GUO; XU; LIU, 2022).
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5 CONCLUSOES E TRABALHOS FUTUROS

5.1. PRINCIPAIS CONCLUSOES DA PESQUISA

Este trabalho teve como objetivo central avaliar o método de aprendizado
mais eficaz para rotulagdo de imagens em deteccdo de Equipamentos de Protegao
Individual, respondendo a questdo: "Qual a abordagem mais custo-benéfica para o
caso de uso apresentado?". Com base na investigagdo experimental conduzida,
conclui-se que ha indicios que a abordagem semi supervisionada constitui uma
alternativa viavel e economicamente vantajosa ao aprendizado totalmente
supervisionado para o dominio especifico de deteccdo de EPIs no ambiente
industrial. Esta constatacdo pode representar uma mudanga na forma como
sistemas de detecgado automatizada podem ser desenvolvidos e implementados
nestes contextos, nos quais tradicionalmente o gargalo reside na disponibilidade de
dados especializados, na anotacdo por profissionais qualificados, no tempo
dedicado, na fadiga, e na falta de motivagcdo para a execugdao de uma tarefa
repetitiva. A reducao substancial do tempo necessario para anotacdo manual libera
profissionais de seguranca do trabalho para atividades de maior valor agregado,
como desenvolvimento de politicas de seguranga, treinamento de funcionarios e
analise estratégica de riscos ocupacionais.

O presente estudo sugere que diferentes classes de EPIs apresentam
comportamentos distintos no processo de aprendizado semi supervisionado,
acrescentando que estratégias de treinamento personalizadas por categoria podem
otimizar ainda mais os resultados. Isto indica que a abordagem utilizada pode n&o
ser ideal para todos os tipos de equipamentos de protecdo, indicando um caminho
para metodologias que trate cada objeto com a especialidade para o contexto de

cada caso de uso.

5.2. IMPLICACOES PRATICAS E ACADEMICAS

O trabalho promove a discussdo um precedente metodolégico para

implementagdo de sistemas de visdo computacional em ambientes com recursos
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limitados para anotagcdo de dados, como foi aplicado na industria paulista. A
demonstracdo feita pode acelerar a adogdo de tecnologias de monitoramento
automatizado em empresas, que podem enfrentar barreiras de entrada devido aos
custos de desenvolvimento de datasets especializados, facilitando a democratizagao
do acesso a tecnologias avangadas de seguranga ocupacional.

Do ponto de vista académico, este trabalho contribui para o crescente corpo
de literatura sobre aplicagbes praticas de aprendizado semi supervisionado em viséo
computacional. A pesquisa fornece indicios de que principios tedricos bem
estabelecidos podem ser efetivamente traduzidos para aplicagdes, preenchendo
lacuna importante entre teoria e pratica no campo de aprendizado de maquina
aplicado, com a constituicdo de uma base de dados real.

Esta investigacdo também destaca a importancia de considerar fatores
econdmicos e operacionais no projeto de sistemas de aprendizado de maquina.
Frequentemente, pesquisas académicas focam exclusivamente em métricas de
performance técnica, negligenciando consideragdes praticas que determinam a
viabilidade de implementacdo. E importante notar que a otimizacdo conjunta de
performance técnica e eficiéncia econdmica pode levar a solu¢gdes mais sustentaveis

e amplamente aplicaveis.

5.3. SUGESTOES DE TRABALHOS FUTUROS

5.3.1 Aplicagao em outros ambientes industriais

A generalizagdo da metodologia proposta para diferentes setores industriais
representa uma direcdo natural de expansao desta pesquisa. Cada ambiente
apresenta desafios uUnicos relacionados a condigcdes de iluminacdo, densidade
populacional e protocolos especificos de seguranga. Investiga¢des futuras deveriam
explorar a possibilidade do uso de transfer learning dos modelos desenvolvidos
entre diferentes contextos industriais, avaliando tanto a robustez da abordagem
guanto a necessidade de adaptacdes especificas por setor.

A aplicagdo em ambientes de alta complexidade visual, como plataformas

petroliferas, minas subterraneas ou plantas quimicas, nos quais condi¢cdes extremas
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de operagao podem desafiar sistemas convencionais de visdo computacional pode
se tornar uma pesquisa enriquecedora. Tais ambientes frequentemente apresentam
limitagdes adicionais de conectividade e processamento que poderiam beneficiar-se
de abordagens que maximizam o custo-beneficio.

Além disso, a criacdo de uma unidade entre as industrias para
desenvolvimento colaborativo de datasets padronizados poderia acelerar
significativamente o progresso na éarea, como acontece no campo da ciber
seguranga. Compartilhamento de dados anonimizados entre organizagbes do
mesmo setor ou setores relacionados permitiria desenvolvimento de modelos mais
robustos e generalizaveis, enquanto distribui custos de desenvolvimento entre

multiplos stakeholders.

5.3.2 Uso de técnicas de active learning

A integracao de estratégias de active learning representa evolugéo natural da
abordagem semi supervisionada proposta. Sistemas que identificam
automaticamente quais exemplos ndo rotulados deveriam ser, pelo impacto no
contexto, poderiam otimizar ainda mais o processo de desenvolvimento de datasets.
Esta direcao € particularmente relevante considerando que nem todos os exemplos
nao rotulados contribuem igualmente e podem até prejudicar o aprendizado do
modelo, enquanto a rotulagdo de poucos frames adicionais pode trazer um ganho
significativo no processo (YOO; KWEON, 2019). Além disso, desenvolvimento de
interfaces que facilitem a interagdo entre algoritmos de active learning e equipes
especialistas em segurancga poderia revolucionar o processo de anotagao. Sistemas
que apresentam casos de incerteza maxima ou exemplos representativos de regides
inexploradas do espaco de caracteristicas permitiriam que essas equipes contribuam

de forma mais estratégica e eficiente.
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