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RESUMO

A incorporacdo de sistemas de inteligéncia artificial pela administracdo publica brasileira
tem intensificado formas de tratamento de dados baseadas em inferéncias opacas que
dificultam transparéncia e contestacdo. Este trabalho investiga se o habeas data e a Lei
Geral de Protecdao de Dados asseguram, de modo efetivo, os direitos de acesso, revisao e
controle informacional, especialmente no que se refere a autodeterminacdo informativa,
quando decisdes estatais passam a ser mediadas por [A. A andlise normativa, articulada a
trés estudos de caso, demonstra que o ordenamento juridico ja contém principios e
garantias suficientes em tese para disciplinar o uso de tecnologias inferenciais. Contudo, a
opacidade algoritmica, a auséncia de documentagdo técnica, a dependéncia tecnoldgica e a
colonialidade informacional impedem que tais instrumentos produzam efeitos praticos. O
cidaddo conhece os dados brutos que o representam, mas nao as inferéncias que moldam
decisdes administrativas, jurisdicionais e de seguranca publica. Nesse cendrio, o
constitucionalismo digital emerge como chave hermenéutica que exige ampliar a
publicidade, a motivagdo e o devido processo para abranger também as operacdes analiticas
que produzem efeitos juridicos. Conclui-se que a efetividade da prote¢do constitucional de
dados depende menos de novos dispositivos normativos € mais de condi¢des institucionais
e epistémicas capazes de tornar inteligiveis as decisdes automatizadas e de preservar, na

pratica, a autodeterminagdo informativa.

Palavras-chave: inteligéncia artificial; habeas data; lgpd; constitucionalismo digital;

opacidade algoritmica



ABSTRACT

The incorporation of artificial intelligence systems by the Brazilian public administration has
intensified forms of data processing based on opaque inferences that hinder transparency and
contestation. This study examines whether habeas data and the General Data Protection Law
effectively secure the rights of access, review, and informational control, particularly with
respect to informational self-determination, when state decisions become mediated by Al. The
regulatory analysis, combined with three case studies, shows that the legal framework already
contains principles and safeguards that are, in principle, sufficient to govern the use of
inferential technologies. However, algorithmic opacity, the absence of technical
documentation, technological dependence, and informational coloniality prevent these
instruments from producing practical effects. Citizens may know the raw data that represent
them, but not the inferences that shape administrative, judicial, and public security decisions.
In this context, digital constitutionalism emerges as a hermeneutic key that requires
expanding publicity, reasoning, and due process to encompass the analytical operations that
produce legal effects. The study concludes that the effectiveness of constitutional data
protection depends less on new normative provisions and more on institutional and epistemic
conditions capable of rendering automated decisions intelligible and of preserving, in

practice, informational self-determination.

Keywords: artificial intelligence; habeas data; gdpr; digital constitutionalism; algorithmic

opacity.
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1 INTRODUCAO

O uso crescente de sistemas de inteligéncia artificial pelo Estado brasileiro tem
transformado profundamente a forma como informagdes pessoais sdo coletadas, organizadas e
mobilizadas na formulagdao de politicas publicas, na gestdo administrativa, na prestacao
jurisdicional e na seguranca publica. Modelos de classificagdo, ranqueamento, predicao e
identificacdo biométrica tornam-se cada vez mais centrais na atuagdo estatal, deslocando o
eixo decisorio de agentes publicos para sistemas computacionais que frequentemente operam
de modo opaco e tecnicamente complexo. Nesse cenario, a transparéncia, a justificabilidade
das decisoes estatais e o controle pelo cidadao passam a depender de condigdes epistémicas e
informacionais distintas daquelas consideradas nos modelos juridicos concebidos para

ambientes analogicos.

A digitalizacdo estatal no Brasil ocorre em ambiente marcado por forte
dependéncia de solugdes tecnoldgicas desenvolvidas por empresas privadas estrangeiras e por
um arcabouco normativo que ainda ndo consegue acompanhar plenamente a complexidade
dos sistemas utilizados. Nesse cenario, ganha centralidade a no¢do de opacidade algoritmica,
expressdo que busca traduzir a dificuldade estrutural de compreender como algoritmos
chegam aos resultados que produzem (BURRELL, 2016). Em termos simples, trata-se de
situagcdo na qual € possivel observar o ponto de partida e o ponto de chegada de uma decisao,
mas nao o caminho interno percorrido pelo sistema para transformar dados em classificagdes,

recomendacoes ou acoes estatais.

Essa lacuna de inteligibilidade ndo ¢ acidental nem limitada a complexidade
matematica dos modelos. Burrell (2016) demonstra que a opacidade algoritmica possui
multiplas camadas, que incluem ndo apenas dificuldades técnicas inerentes a determinadas
arquiteturas de aprendizado de maquina, mas também formas de opacidade intencional e
institucional decorrentes de decisdes humanas, econdmicas e juridicas. Para o autor, a
opacidade pode surgir tanto de estruturas matematicas dificeis de interpretar quanto de
barreiras derivadas de segredos industriais, auséncia de documentacdo, assimetrias de
especializacdo ou restrigdes contratuais impostas pelos fornecedores dos sistemas. Ao reunir
essas dimensdes, Burrell evidencia que a falta de explicabilidade ndo ¢ mero efeito colateral,

mas caracteristica estrutural de grande parte das tecnologias contemporaneas.

As consequéncias praticas dessa multiplicidade de opacidades sdo profundas. A
impossibilidade de compreender como dados sdo transformados em inferéncias produz
assimetrias informacionais que fragilizam pilares centrais da atuagdo estatal, como a
publicidade dos atos, a motivacao das decisdes e a possibilidade de controle pelos cidadaos.

Quando os processos inferenciais permanecem inacessiveis, o fundamento técnico das
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decisdes deixa de integrar o espago publico de justificacdo e escapa as ferramentas juridicas
tradicionais de transparéncia, revisao e responsabilizagdo. Assim, mesmo quando as decisdes
aparentam estar motivadas, parte relevante de sua racionalidade permanece fora do alcance do

titular, comprometendo a propria ldgica constitucional de controle do poder publico.

Nesse contexto, a tensdo entre proficiéncia tecnologica e controle democratico se
aprofunda, tornando imprescindivel examinar se os instrumentos juridicos existentes
conseguem alcancar o atual locus decisério, que deixou de ser o documento e passou a ser o
processo algoritmico. Diante desse cenario, ganha relevo a necessidade de examinar a
compatibilidade entre tais tecnologias e as garantias constitucionais destinadas a assegurar o

acesso, a transparéncia e o controle sobre informagdes pessoais.

Entre essas garantias, destacam-se o habeas data, previsto no artigo 5°, LXXII da
Constituicao de 1988, e a Lei Geral de Prote¢dao de Dados, que estabelece principios e direitos
voltados a protecdo da esfera informacional do individuo. Ambos os instrumentos foram
concebidos com o proposito de limitar o poder informacional do Estado e assegurar que
cidadaos possam conhecer e contestar dados armazenados sobre si. Entretanto, o modo como
a inteligéncia artificial € incorporada as praticas estatais suscita davidas quanto a capacidade
desses mecanismos de assegurar transparéncia efetiva em ambientes decisérios mediados por
inferéncias estatisticas e mecanismos automatizados de predicdo. O contraste entre a
finalidade protetiva desses instrumentos € o ambiente técnico no qual hoje devem operar
revela possivel descompasso entre o desenho normativo e a realidade informacional
contemporanea. A literatura nacional, especialmente Doneda (2019) e Schertel Mendes
(2019), ja advertiu que direitos informacionais s6 podem ser exercidos quando as condigdes
epistémicas minimas de compreensdo e contestabilidade estdo asseguradas. Nesse sentido, a
autodetermina¢do informativa, tal como formulada pela doutrina constitucional
contemporanea, ¢ entendida neste trabalho como o poder do individuo de compreender,
interferir e contestar ndo apenas os dados que o Estado armazena, mas também os efeitos

inferenciais produzidos a partir desses dados.

E nessa conjuntura que se insere a pergunta orientadora desta pesquisa: até que
ponto o habeas data e a Lei Geral de Protecdo de Dados sdo capazes de assegurar
transparéncia, acesso e controle sobre informagdes pessoais quando o Estado emprega
sistemas de inteligéncia artificial cujos mecanismos de funcionamento permanecem opacos
ou inacessiveis ao cidadao? Parte-se da hipotese de que esses instrumentos juridicos, embora
fundamentais, ndo sdo suficientes para responder as condicdes tecnoldgicas atuais, o que
torna necessario o desenvolvimento de normas adicionais capazes de lidar com modelos
decisérios baseados em inferéncias algoritmicas. A investigacdo busca verificar

empiricamente se essa insuficiéncia decorre primordialmente de lacunas normativas ou se ¢
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agravada por fatores estruturais ligados ao modo como tecnologias de inteligéncia artificial
operam e reorganizam a atuacgdo estatal. Sustenta-se, portanto, que existe um descompasso
estrutural entre instrumentos concebidos para bancos de dados estaticos e praticas decisorias
produzidas por sistemas dindmicos de inferéncia, reforcando a necessidade de

aperfeicoamento legislativo.

A relevancia do tema decorre de quatro fatores centrais. No plano juridico,
envolve direitos fundamentais que integram o nucleo do Estado Democratico de Direito,
como privacidade, acesso a informacao, autodeterminac¢do informativa, igualdade e devido
processo legal. No plano institucional, diz respeito a capacidade do Estado de justificar
decisdes em conformidade com os principios constitucionais de motivagao e publicidade. No
plano politico, a expansdo de tecnologias automatizadas de vigilancia e classificagdo ocorre
em um pais marcado por desigualdades raciais, territoriais e socioecondmicas que podem ser
reproduzidas e amplificadas por sistemas algoritmicos. No plano académico, ha lacunas
relevantes na literatura juridica sobre a aplicagdo concreta do habeas data e da LGPD frente a
automatizacdo das decisdes estatais, especialmente em contextos de opacidade algoritmica.
Assim, a pesquisa se insere no esfor¢o contempordneo de compreender como direitos
fundamentais concebidos em um contexto analdégico podem, ou ndo podem, ser
reinterpretados para enfrentar a racionalidade tecnologica que estrutura decisdes publicas na

era digital.

A metodologia adotada ¢ qualitativa e baseia-se em andlise documental e
hermenéutica constitucional. Examina-se a Constitui¢do de 1988, o habeas data, a LGPD,
decisoes judiciais, documentos publicos relativos ao uso de sistemas de inteligéncia artificial
pelo Estado, e relatérios de estudos de caso publicados por organizagdes da sociedade civil. A
abordagem hermenéutica busca compreender como garantias constitucionais projetadas para
bancos de dados estaticos devem ser interpretadas em ambiente decisorio estruturado por
inferéncias dindmicas e técnicas de aprendizado de maquina. O método aplicado combina
interpretagdo normativa e analise das condigdes epistémicas e institucionais que condicionam
a efetividade dos direitos, partindo da premissa de que a prote¢do constitucional depende nao

apenas de previsdo normativa, mas também de sua possibilidade material de exercicio.

A andlise empirica organiza-se em trés estudos de caso: o Sistema Nacional de
Emprego, a adogdo da ferramenta MAIA Justica pelo Tribunal de Justica de Pernambuco e o
reconhecimento facial aplicado a seguranga publica. A escolha desses casos permite observar
a atuacao estatal em trés dimensdes distintas: politicas publicas distributivas, jurisdi¢do e
vigilancia policial. A selecdo dessas experiéncias decorre da diversidade de fungdes estatais
envolvidas e da capacidade de cada uma de revelar dimensdes especificas do problema

investigado. Adota-se, assim, metodologia que combina densidade dogmatica com
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observacdo empirica qualificada, permitindo testar a hipotese tedrica em situagdes concretas

de uso de IA pelo Estado.

A pesquisa ndo examina o funcionamento interno dos algoritmos, tampouco
propoe alteragdes legislativas ou avalia projetos normativos em tramitagao. O foco recai sobre
a interpretagdo constitucional das garantias existentes e sobre sua eficacia atual diante da
automatizacdo de decisdes. Assume-se que a protecdo de dados exige analise que ultrapassa o
texto normativo e alcanca a estrutura informacional que condiciona a possibilidade efetiva de
exercicio de direitos. Trata-se de investigacao voltada ndo a engenharia dos algoritmos, mas a
engenharia constitucional necessaria para que direitos fundamentais permanecam operativos
em ambientes governados por técnicas opacas. Esse recorte metodoldgico permite evitar
reducionismos tecnicistas e sustentar a analise no didlogo entre teoria constitucional, estudos

criticos de tecnologia e evidéncias empiricas.

Com essa moldura, a investigacdo busca avaliar se o habeas data ¢ a LGPD
oferecem instrumentos suficientes para garantir transparéncia e controle em decisdes estatais
mediadas por inteligéncia artificial, ou se as proprias caracteristicas técnicas, institucionais e
epistémicas dessas tecnologias impdem desafios que demandam reinterpretacdo das
categorias constitucionais vigentes. A pesquisa ndo parte de conclusdes prévias, mas de uma
hipotese inicial sujeita a verificagdo ao longo do trabalho, conforme as evidéncias
documentais, teoricas e empiricas analisadas. O objetivo ultimo consiste em compreender se o
déficit de transparéncia e controle informacional decorre daquilo que a Constitui¢ao dispde ou

daquilo que a tecnologia transforma.
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2 HABEAS DATA: FUNDAMENTOS, EVOLUCAO E FUNCAO
CONSTITUCIONAL NA ERA DIGITAL

2.1 Evolugao historica

r

A necessidade de adaptacdo do Direito a novas realidades € inquestionavel,
especialmente diante das rapidas transformacgdes sociais e tecnologicas. Ao lidar com desafios
contemporaneos, ¢ imperativo refletir sobre como o ordenamento juridico se ajusta a essas
mudangas, preservando valores e garantias individuais. Nesse contexto, a compreensdo da
inten¢do do legislador e o contexto da criacdo da norma emergem como elementos-chave na
interpretagdo das leis, sendo vitais para atribuir valores objetivos a legislagao e reconstruir sua

funcao constitucional ao longo do tempo.

De acordo com MACCORMICK:

[a atribuicdo de uma inteng¢@o “objetiva” ao Parlamento] deriva de uma leitura da
legislagdo como um todo, orientada pela assuncdo da racionalidade parlamentar na
consecucdo de uma tarefa teleologica guiada por alguma concepcao de justica e do
bem comum — concepcao essa que talvez seja contestavel, talvez até contestada. Nao
se trata, portanto, de uma “intengdo” descoberta como um fato histdrico a partir de
elementos externos aos materiais colocados a interpretagdo e as suposi¢des comuns
que a comunidade de intérpretes pode fazer sobre o processo racional de produgdo
do Direito. Trata-se de um instrumento heuristico interno a interpretacdo juridica,
ndo um dado novo acrescentado de fora. (MACCORMICK, 2008 apud
NASCIMENTO, 2021)

Nesse sentido, a compreensao do contexto legislativo ndo se resume a uma mera
busca por intengdes historicas isoladas, mas sim a uma abordagem holistica que considera a
racionalidade parlamentar subjacente a legislacdo. Isso permite a adaptacdo do ordenamento
juridico as exigéncias contemporaneas, garantindo sua relevancia e eficacia. Em consonancia
com as ideias de Maccormick, a interpretagdo do Direito deve ser encarada como um processo
dindmico, guiado pela compreensdo profunda das inten¢des do legislador. Essa racionalidade
teleologica serve, portanto, como critério de reconstrucdo da norma, especialmente em
matéria de direitos fundamentais cuja efetividade depende da capacidade de responder a
desafios tecnologicos imprevistos pelo constituinte. Essa abordagem nao apenas fortalece a
legitimidade do sistema juridico, mas também proporciona uma base so6lida para a adaptagdo

a novos desafios, como os apresentados pela evolugdo tecnoldgica.

A occasio legis, torna-se, portanto, crucial para a argumentacdo deste trabalho,
pois tal investigagdo ¢ fundamental ndo apenas para analisar criticamente a atual incorporacao
da inteligéncia artificial pelo Estado brasileiro, mas principalmente para compreender qual
bem juridico deveria estar sendo protegido nesse processo. A identificacao dessa finalidade
original funciona como pardmetro interpretativo indispensavel para aferir se a protecdo

constitucional permanece adequada diante de um novo ambiente informacional. A vista disso,
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torna-se imperativo investigarmos a evolugao histdrica do habeas data, a fim de ampliar nossa
compreensdo sobre as bases e fundamentos desse instrumento juridico no contexto das

transformagdes sociais e tecnologicas.

J4

Em uma primeira andlise, ¢ valido ressaltar que o habeas data, enquanto
instrumento legal, desempenha um papel essencial na salvaguarda do bem juridico da
privacidade e integridade das informacdes pessoais dos cidaddos. Ao resguardar a
individualidade e dignidade das pessoas, a garantia busca ndo apenas assegurar o acesso do
titular a essas informagdes, mas também corrigir eventuais imprecisdes nos dados registrados

e impedir que representacdes estatais distorcidas produzam efeitos juridicos indevidos.

De acordo com Alexandre de Moraes (2016), podemos conceituar tal instrumento
como um “direito que assiste a todas as pessoas de solicitar judicialmente a exibi¢cdo dos
registros publicos ou privados nos quais estejam incluidos seus dados pessoais para que deles
se tome conhecimento e se necessario for, sejam retificados os dados inexatos ou obsoletos ou

que impliquem em discriminac¢ao.”

Tal surgimento significou uma resposta direta as transformagdes sociais e
tecnologicas na Europa da década de 1970. Seu embrido legislativo encontra-se na Lei do
Land de Hesse, Alemanha Ocidental, datada de 7 de outubro de 1970, ¢ na lei francesa de
protecdo a intimidade, promulgada em 17 de julho de 1970. Essas legislagcdes pioneiras
marcaram o reconhecimento da necessidade premente de proteger os cidaddos diante do
crescente advento dos registros de dados informaticos e da percepcao de que a informatizagao

ampliava os riscos de vigilancia e de manipulacdo invisivel das informagdes pessoais.

A expansao dos registros digitais e a universalizacdo do acesso a informagao
impulsionaram a concep¢do do habeas data. Na esteira desses avangos, a legislacdo sueca,
representada pela Datalug sueca, e o Reino Unido, por meio do Data Protection Act de 1974,
bem como a Italia, com sua lei n°® 98 de 1974, consolidaram a protecdao a privacidade e a
precisao dos dados registrados. No cenario constitucional, Portugal, em sua Constitui¢ao de
1976, e a Espanha, na Constitui¢do de 1978, incorporaram o direito ao acesso a informagao de
dados, instituindo o habeas data como uma garantia constitucional. Nos Estados Unidos, a
permissao ao acesso de particulares as informacdes de registros e bancos de dados foi
consagrada pelo Freedom of Information Act de 1974, posteriormente alterado pelo Freedom
of Information Reform Act de 1978 (MOREIRA, 1997). Esses marcos revelam que a protecao
de dados emergiu como resposta institucional a centralizacdo informacional e aos riscos
associados ao tratamento massivo de informagdes pessoais pelo Estado e por grandes

organizacoes.

A origem do habeas data no contexto brasileiro estd profundamente ligada aos
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eventos politicos que se desenrolaram durante o golpe militar de 1964. Nesse periodo, o pais
enfrentou a imposi¢do de governos militares a margem da ordem constitucional, marcados por
violacoes de direitos, uso de informagdes sigilosas e construgdo de registros falsos. O golpe
estabeleceu um regime autoritario que perdurou por anos, resultando em um sistema de
informagoes sigilosas amplamente utilizado, liderado pelo Servigo Nacional de Informagdes
(SNI). Tortura, escuta telefonica, corrupgdo e falsificacdo de dados foram alguns dos meios
imorais e ilegais empregados para sustentar o regime e consolidar um aparato informacional

voltado ao controle politico e a repressao.

Durante esse periodo, dados muitas vezes falsos foram utilizados para divulgagao
pela imprensa ou como base para processos administrativos e judiciais. O acesso a esses
bancos de dados, considerados sigilosos "por motivo de seguranga nacional", era restrito,
privando as pessoas registradas e seus defensores legais, bem como juizes e tribunais, do
conhecimento dessas informagdes. Essa pratica de manipulagdo de dados e restricao de acesso
serviu como base para a criacdo do habeas data no Brasil como instrumento de ruptura com a

logica autoritaria de producgdo e utilizagdo de informacgdes pelo Estado.

Ao emergir como resposta as injusticas e abusos ocorridos durante o regime
militar, o habeas data brasileiro se distingue claramente do simples acesso a informagao. Tal
instrumento foi concebido como uma resposta especifica a utilizagdo maliciosa de dados
durante o regime ditatorial (MOREIRA, 1997), destacando-se como uma ferramenta crucial
para quebrar o sigilo de informacdes em posse das autoridades de segurancga e corrigir erros e
falsidades em registros publicos ou bancos de dados. E fundamental reconhecer que, mesmo
que o direito a informacdo, em um sentido amplo, ja estivesse reconhecido no Direito
brasileiro, a criacdo do habeas data representou uma abordagem tnica e necessaria diante das
circunstancias particulares da época. Ele ndo apenas assegura a privacidade e a integridade
dos dados, mas também tém propdsitos distintos, que permitem que o interessado acione a
jurisdigdo para garantir ndo apenas o acesso, mas a corre¢cdo das informacdes. Sua natureza
juridica ¢ dual, desempenhando o papel de garantia constitucional e agdo mandamental:

O 'habeas data' configura remédio juridico-processual, de natureza constitucional,
que se destina a garantir em favor da pessoa interessada, o exercicio de pretensao
juridica discernivel em seu triplice aspecto: a) direito de acesso aos registros
existentes; b) direito de retificagdo dos registros erréneos e c¢) direito de
complementagdo dos registros insuficientes ou incompletos. Trata-se de relevante
instrumento de ativag@o da jurisdi¢do constitucional das liberdades, que representa,
no plano institucional, a mais expressiva reagdo juridica do Estado as situag¢des que
lesem, efetiva ou potencialmente, os direitos da pessoa, quaisquer que sejam as

dimensdes em que estes se projetem" (STF, HD 75/DF, Rel. Min. Celso de Mello,
DJU de 19-10-2006).

A dimensao histoérica do habeas data no Brasil se estende desde sua proposta pelo
jurista José¢ Afonso da Silva perante a Comissdo Proviséria de Estudos Constitucionais,

durante os debates constitucionais brasileiros de 1978 (MOREIRA, 1997). Essa proposta foi
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incorporada no Anteprojeto dos Notaveis da Constituigdo de 1988, consagrando-se no artigo

5°, inciso LXXII:

LXXII - conceder-se-a "habeas-data":

a) para assegurar o conhecimento de informagdes relativas a pessoa do impetrante,
constantes de registros ou bancos de dados de entidades governamentais ou de
carater publico;

b) para a retificagdo de dados, quando ndo se prefira fazé-lo por processo sigiloso,
judicial ou administrativo;

Apesar de sua inclusdo na Carta Magna, um amplo periodo transcorreu sem
regulamentacao legislativa especifica, o que resultou na predominancia da jurisprudéncia para
sua aplicac@o. Foi somente em 1997 que a Lei n® 9.507 veio a regulamentar o habeas data,

conferindo-lhe procedimento proprio.

O habeas data, ao assegurar o conhecimento e retificacdo de informagdes junto a
entidades governamentais, preenche uma lacuna essencial na defesa dos cidaddos contra o
mau uso de dados e a possibilidade de constru¢des equivocadas acerca de suas vidas. Assim,
ele ndo apenas reflete a evolucdo historica desse instrumento em outros paises, mas também
carrega consigo a marca da resisténcia contra o autoritarismo e a luta pela restauragdo
democratica. Sua inclusao na Constituicdo de 1988 foi uma resposta concreta a necessidade
de proteger os cidadaos contra o uso indevido de dados durante um periodo sombrio da

historia do Brasil.

O bem juridico protegido pelo habeas data transcende o mero acesso a registros e
bancos de dados; ele resguarda a propria dignidade e autonomia dos individuos. A
privacidade, nesse contexto, ndo € apenas uma esfera restrita de informagdes, mas um pilar
fundamental da identidade e liberdade de cada pessoa. Assim, fundamentado no principio da
intimidade e vida privada, ao garantir o direito de retificagdo e conhecimento, promove a
defesa da integridade subjetiva, permitindo que os cidaddos controlem a narrativa de sua
propria existéncia diante das instituigdes publicas e previnam distor¢des que possam gerar

estigmatizacao ou restri¢des indevidas de direitos.

Nao obstante, a Sumula 2 do Superior Tribunal de Justica (STJ) destaca que o
direito de agdo relativo ao habeas data nasce da negativa no fornecimento de informagdes,
evidenciando a necessidade de um ato gerador de conflito para acionar o provimento judicial.
Isso sublinha a importancia de uma provocagdo especifica para que a Justica intervenha e

resolva questdes relacionadas a privacidade e acesso a dados:

EMENTA
Habeas data. Auséncia de postulagdo administrativa.

I -Ante a auséncia de pleito administrativo, suficiente a configurar relutancia da



18

Administragdo a atender o pedido, sofre o habeas data de "auséncia de interesse de
agir".

II - Pedido nao conhecido.

Portanto, se apresenta como uma peca fundamental no xadrez juridico, cujo
movimento busca proteger ndo apenas a privacidade individual, mas também preservar as
relagdes juridicas e sociais em um mundo cada vez mais interconectado. A incorporagao
desse instrumento no ordenamento juridico brasileiro, inspirada por experiéncias europeias,
reflete a busca constante por um equilibrio entre a informatiza¢do e a protecdao dos direitos
individuais. Tal equilibrio assume uma relevancia ainda maior nos tempos atuais, em que a
inteligéncia artificial se integra as estruturas estatais, demandando uma interpretagado juridica

adaptativa e uma protecao robusta diante da opacidade dos dados.

2.2 Finalidade constitucional e limitacdes enfrentadas

A finalidade constitucional do habeas data deve ser compreendida a luz do projeto
normativo da Constituicdo de 1988, que consagra um modelo de Estado orientado pela
supremacia da dignidade da pessoa humana, pela centralidade dos direitos fundamentais e
pela limitacdo do poder estatal mediante instrumentos de transparéncia e controle
democratico. Sua razdo de existir estd associada a necessidade de impedir a formagdo de
espacos informacionais impenetraveis, capazes de produzir efeitos juridicos sobre a esfera
individual sem possibilidade de escrutinio pelo préprio interessado e sem aderéncia ao

principio republicano da publicidade das razdes publicas.

Enquanto garantia constitucional, o habeas data protege um bem juridico
complexo, que ultrapassa o mero acesso material a documentos e se projeta sobre a
integridade da identidade informacional do individuo. A informacdo pessoal, na ordem
constitucional vigente, ndo ¢ elemento neutro: ela compde o modo como o Estado enxerga o
cidadao, orienta decisdoes administrativas e judiciais e influencia a maneira pela qual direitos e
deveres sao atribuidos. A finalidade do habeas data, portanto, consiste em conferir ao titular o
poder de verificar a exatiddo, atualidade e licitude das informagdes que o representam no
ambito institucional, preservando a coeréncia entre sua identidade real e sua identidade
registrada. Essa dimensdo ativa transforma a privacidade em faculdade de controle e
reconstru¢do narrativa, integrando o titular ao processo de conformagdo de sua propria

representacao estatal.

Essa compreensdo aproxima o instituto da ideia de autodeterminacdo informativa
desenvolvida pelo Tribunal Constitucional Alemao (ALEXY, 2008), segundo a qual cabe ao
individuo decidir, dentro de limites constitucionalmente legitimos, sobre a producao,

circulacao e utilizacdo de dados que lhe digam respeito. Embora o constituinte brasileiro nao
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tenha utilizado expressamente essa terminologia, a Constituicdo de 1988 atribuiu, por meio do
habeas data, uma dimensdo ativa ao direito a privacidade. Nao se trata apenas de impedir que
o Estado invada a esfera intima do individuo, mas também de garantir que informagdes

pessoais, uma vez registradas, possam ser conhecidas, compreendidas e corrigidas.

A doutrina destaca que o habeas data possui cardter mandamental, impondo ao
ente detentor de registros o dever de prestar informagdes ou de realizar retificagdes quando
demonstrada a inadequagdo, incompletude ou desatualizagdo dos dados (BARROSO, 1993).
A natureza desse dever revela que o bem juridico tutelado ndo se restringe ao conteudo
informacional, mas abrange também a regularidade procedimental do tratamento de dados
pelo Estado. Ao viabilizar o controle individual sobre bancos de dados publicos, o habeas
data reforca o dever estatal de obedecer a critérios de finalidade, necessidade e precisdo,

antecipando conceitos que a Lei Geral de Prote¢ao de Dados positivaria décadas depois.

A jurisprudéncia constitucional corrobora essa leitura. O Supremo Tribunal
Federal, em precedentes como o Habeas Data 75 do Distrito Federal, reconheceu que o
instituto constitui instrumento de protecao das liberdades, destinado a evitar que dados
imprecisos ou inacessiveis produzam efeitos negativos na esfera juridica do titular. Segundo o
Tribunal, o remédio cumpre papel essencial na garantia de transparéncia administrativa,

funcionando como mecanismo de contengdo de possiveis abusos informacionais.

No cenario contemporaneo, marcado pela presenca de sistemas automatizados e
por técnicas sofisticadas de tratamento de dados, a finalidade constitucional do habeas data
adquire novo significado. A expansdo de bases de dados interconectadas e a utilizacdo de
algoritmos para classificacdo, previsdo e tomada de decisdo intensificam o risco de que
informagdes pessoais sejam processadas de maneira opaca, incorreta ou discriminatéria. A
funcdo constitucional do instituto, nesse contexto, requer interpretacao capaz de abranger nao
apenas dados estaticos, mas também resultados inferidos, perfis preditivos e registros gerados
por técnicas de aprendizado de maquina. A protecdo efetiva do bem juridico pressupde,
assim, a possibilidade de compreender os critérios minimos que orientam o tratamento
automatizado de dados, sob pena de tornar o acesso e a retificacdo direitos meramente

formais.

Sob essa perspectiva, a finalidade do habeas data ¢ indissociavel da exigéncia de
transparéncia sobre processos informacionais que impactam a esfera juridica do individuo.
Essa transparéncia ndo se confunde com abertura irrestrita de cddigos ou modelos
computacionais, mas envolve a disponibilizacdo de informacgdes suficientes para permitir

controle, questionamento e corre¢ao. O bem juridico protegido, portanto, abrange nao apenas
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a integridade dos dados propriamente ditos, mas também a inteligibilidade minima das

praticas que envolvem seu tratamento pelo Estado.

A leitura sistematica da Constituicdo permite afirmar que o habeas data cumpre
papel estruturante no regime juridico da protecao de dados pessoais, atuando como garantia
fundamental que preserva a confianca do individuo no Estado e assegura as condigdes
necessarias para o exercicio de liberdades publicas. Sua finalidade constitucional deriva de
uma concep¢do de cidadania informada e capaz de exercer controle sobre representagdes
estatais que lhe digam respeito. Ao resguardar a integridade informacional e a
autodeterminacao do sujeito, o instituto constitui instrumento indispensavel para evitar que o
poder informacional estatal se converta em mecanismo de exclusdo, discriminacdo ou

violagdo de direitos fundamentais.

A conformagdo constitucional do habeas data, embora inovadora a época de sua
positivacao, foi projetada para um ambiente informacional substancialmente distinto daquele
que caracteriza a sociedade digital contemporanea. O avanco acelerado das tecnologias de
informacao, aliado a crescente delegacao de decisdes a sistemas automatizados € modelos
algoritmicos, evidencia limites estruturais do instituto que ndo decorrem de insuficiéncia
normativa, mas da transformacdo profunda das condi¢des materiais de producao, circulagdo e
uso de dados. O problema ndo reside no texto constitucional, mas na mutagdo do proprio

objeto sobre o qual o habeas data deve incidir.

Um primeiro desafio emerge da assimetria informacional que caracteriza a relacao
entre titular e controlador. O exercicio do habeas data depende, conforme reiterado pela
Stimula 2 do Superior Tribunal de Justica, do prévio conhecimento da existéncia do dado e da
negativa explicita ou implicita de acesso ou retificacdo. Tal requisito se harmonizava com um
ambiente de registros estaveis e identificaveis, nos quais a violacdo era perceptivel e a
iniciativa do titular correspondia a um ato de vigilancia ativa sobre sua propria informagao.
No ecossistema contemporaneo, marcado por big data, inferéncias, perfis preditivos e
decisdes automatizadas, essa premissa simplesmente ndo se sustenta. O titular ndo sabe que
esta sendo classificado, ranqueado ou predito, tampouco tem condigdes materiais de

identificar que determinada decisdo deriva de um tratamento de dados que lhe diz respeito.

Nesse cendrio, o brocardo dormientibus non succurrit ius adquire releitura
inevitavel. A auséncia de provoca¢do niao decorre de inércia voluntaria, mas de ignorancia
estrutural produzida pela arquitetura informacional. Quando o cidaddo desconhece que seus
dados sao coletados, correlacionados, inferidos ou utilizados para decisdes automatizadas, nao
lhe ¢ possivel deflagrar a tutela constitucional. O pressuposto fatico de acionamento do

habeas data desaparece. A garantia permanece juridicamente intacta, mas perde condi¢des
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epistémicas de exercicio. Trata-se de deslocamento que limita o instituto em sua propria

origem procedimental.

A opacidade algoritmica constitui obstaculo ainda mais profundo. Modelos de
aprendizado de maquina operam com estruturas matematicas complexas, de dificil
interpretabilidade, frequentemente inacessiveis at¢é mesmo a seus desenvolvedores. Em tais
casos, ainda que o titular tenha acesso a dados brutos, permanece incapaz de compreender
como aqueles dados foram processados, ponderados ou combinados para produzir
determinado resultado. E exatamente esse conjunto de barreiras que fragiliza o habeas data e a
LGPD em sua aplicagdo a modelos de inteligéncia artificial. Nao se trata de insuficiéncia
normativa, mas de transformacdo material das condigdes que tornavam tais garantias

efetivamente exerciveis.

Essa conceituagao reforca a hipotese deste trabalho: a distancia entre titularidade
formal e capacidade real de exercicio dos direitos decorre da opacidade algoritmica como
fendmeno estrutural da era digital. O habeas data assegura o acesso documental, mas nao
alcanca a dimensao hermenéutica do tratamento. O que produz efeitos juridicos ndo € o dado
isolado, mas a inferéncia dele derivada, invisivel ao titular e protegida, muitas vezes, por
sigilo técnico, segredo industrial ou auséncia de documentacdo. Assim, o remédio

constitucional chega ao nucleo externo do problema, sem tocar sua racionalidade decisoria.

Parte da insuficiéncia decorre da propria mudanga no locus do poder
informacional. No paradigma analdgico, o risco estava associado ao acimulo estatal de
registros errdneos ou desatualizados. No paradigma algoritmico, o risco decorre do modo
como bases de dados sdo articuladas para produzir classificagdes, probabilidades e perfis. A
logica de funcionamento do algoritmo - e ndo o registro bruto - € o elemento determinante da
lesdao. Entretanto, o habeas data ndo possui desenho procedimental capaz de exigir do Estado
a explicitacdo dos critérios que orientam o processamento e a inferéncia. O controle
jurisdicional torna-se inviavel quando nem mesmo o controlador dispde de documentagdo
adequada sobre o funcionamento de sistemas adquiridos de empresas privadas. A
consequéncia ¢ a criagdo de zonas de imunidade técnica, em que a racionalidade

administrativa permanece inacessivel ao cidadao e ao proprio Poder Judiciario.

Outro limite relevante decorre da coexisténcia entre o habeas data e a Lei Geral de
Protecdo de Dados Pessoais. A LGPD amplia o catdlogo de direitos e impde deveres de
transparéncia, prevencao e responsabilizacdo, mas contém excecdes significativas, sobretudo
no campo da seguranga publica, persecucao penal e defesa nacional. Nessas areas, o habeas
data seria, em tese, o mecanismo residual de protecdo. Contudo, tais setores concentram

exatamente os sistemas mais opacos, como reconhecimento facial, andlise preditiva ou
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cruzamento massivo de bases. A fragmentagdo normativa aprofunda a lacuna: onde a LGPD
ndo alcanga integralmente e onde a IA opera de modo mais invasivo, o habeas data ndo possui
instrumentagdo suficiente para romper a opacidade. O instituto foi concebido para registros,

ndo para arquiteturas algoritmicas dinamicas.

Ha, ainda, limitacdes intrinsecas decorrentes da autolimitacdo. A exposicao
voluntaria de dados em redes sociais, aplicativos e plataformas dilui a fronteira entre dado
publico e privado, produzindo novos vetores de acesso e circulacdo que dificultam a
identificacdo de responsabilidades. Contudo, mesmo esse fendmeno reforca a insuficiéncia do
habeas data, pois a lesdo em sistemas algoritmicos nao decorre do dado fornecido
voluntariamente, mas das inferéncias derivadas, sobre as quais o titular ndo exerce controle e

que o instituto ndo consegue alcangar.

O conjunto desses elementos evidencia que o habeas data permanece
normativamente relevante, mas enfrenta limites substanciais diante do ambiente tecnologico
contemporaneo. Sua eficicia depende de reconstrucdo hermenéutica capaz de integrar
principios constitucionais tradicionais com exigéncias proprias do cenario digital, em que a
protecdo da pessoa humana demanda instrumentos aptos a lidar com processos decisorios
automatizados, inferéncias dindmicas e riscos difusos. Enquanto garantia historica de
resisténcia ao arbitrio informacional, o habeas data mantém funcdo simbodlica e normativa
significativa, mas ja nao basta, por si s, para assegurar controle efetivo sobre tecnologias que

operam além da cognoscibilidade individual e institucional.
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3 A LEI GERAL DE PROTECAO DE DADOS COMO INSTRUMENTO
DE CONCRETIZACAO DA PROTECAO CONSTITUCIONAL

3.1 Estrutura normativa da LGPD e seu papel constitucional

A Lei Geral de Protecdo de Dados Pessoais deve ser compreendida como marco de
consolidagao de um projeto constitucional previamente inaugurado pelo habeas data. Ambos
os instrumentos, embora distintos em sistematica e alcance, integram uma mesma arquitetura
de limitacdo do poder informacional, cujo nicleo consiste na afirma¢ao da autodeterminacao
informativa ¢ na garantia de que o cidaddo possa conhecer, controlar e contestar as

informacodes que o Estado e agentes privados produzem sobre si.

O habeas data inaugurou, em 1988, a primeira formula¢do normativa expressa dessa
pretensao de controle; a LGPD representou sua expansao sistematica e sua readequacao as
condi¢cdes tecnologicas contemporaneas, preservando o fundamento constitucional que lhe da
sentido. Nesse ponto, a formulagdo de Laura Schertel Mendes (2019) revela-se especialmente
elucidativa ao afirmar que:

“a protecdo de dados pessoais somente alcanga densidade constitucional efetiva
quando o titular dispde de instrumentos que lhe permitam intervir sobre a totalidade
dos dados que o representam, e ndo apenas sobre aqueles que fornece diretamente,

razdo pela qual habeas data e legislagdo infraconstitucional ndo podem ser
compreendidos de forma dissociada”.

A interpretacdo conjunta desses mecanismos reafirma que a Constitui¢ao de 1988 nao
concebeu o individuo como objeto passivo de registros estatais, mas como sujeito ativo na

construgdo de sua identidade informacional.

A formacao historica da LGPD confirma essa vocagdo constitucional. Desde as
primeiras discussdes conduzidas pelo Ministério da Justiga entre 2010 e 2015, ja se
reconhecia que o ordenamento brasileiro convivia com crescente expansao de bases de dados
governamentais, forte dependéncia tecnologica de empresas estrangeiras e auséncia de

parametros normativos para praticas de tratamento intensivo de dados.

A promulgacdo do Marco Civil da Internet, em 2014, sinalizou a transicdo para um
modelo de regulagdo voltado a prote¢do de direitos fundamentais no ambiente digital, mas
ndo ofereceu respostas suficientes para a complexidade dos fluxos informacionais
estruturados por big data e técnicas de aprendizado de maquina. A aprovagao da LGPD em
2018 surgiu, portanto, como resposta necessaria a assimetria crescente entre titulares e
controladores, assimetria que a ldgica tradicional do habeas data j& ndo conseguia mitigar. Ao
estruturar principios, direitos e deveres aplicaveis ao tratamento de dados em todos os setores,

a LGPD nao apenas atualizou a prote¢do constitucional, mas também consolidou um regime
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juridico coerente com a ideia de que a esfera informacional constitui dimensdo essencial da

personalidade.

A arquitetura normativa da LGPD ¢ marcada por forte densidade principioldgica, que
orienta a interpretacdo de todas as suas disposi¢des. Os principios de finalidade, adequacao e
necessidade funcionam como critérios de proporcionalidade do tratamento de dados, exigindo
que cada operacdo informacional seja justificada ndo apenas de forma abstrata, mas de modo

concreto e vinculado a um propdsito legitimo.

Na atividade estatal, esses principios impedem que dados coletados para finalidades
administrativas sejam ampliados de maneira indiscriminada ou convertidos em instrumentos
de vigilancia incompativeis com a Constitui¢do. A transparéncia e o livre acesso impdoem
deveres de inteligibilidade e completude das informagdes fornecidas ao titular, o que vincula
diretamente o regime da LGPD ao habeas data, pois ambos tém por objetivo impedir zonas
opacas de poder informacional. A prevencdo, a ndo discriminagdo e a responsabilizacio
completam o nucleo normativo da lei, inserindo no ordenamento a exigéncia de governanga
algoritmica adequada, auditoria continua e demonstragdo ativa de conformidade, o que
responde aos riscos que emergem quando decisdes publicas passam a incorporar, parcial ou

integralmente, inferéncias automatizadas.

Esse regime principiologico sustenta a estrutura normativa das bases legais. A LGPD
afastou a ideia de que o consentimento seria fundamento unico ou predominante de licitude
do tratamento e adotou modelo plural que reconhece situagdes nas quais o consentimento €

invidvel ou inadequado, como no caso de execug¢do de politicas publicas.

Essa pluralidade, contudo, ndo afrouxa a tutela da pessoa, pois cada base legal ¢
condicionada ao respeito aos principios constitucionais e legais que regem o tratamento. No
ambito estatal, a base do artigo 7°, III, que autoriza o tratamento para execu¢ao de politicas
publicas, nao constitui autorizacdo irrestrita, mas pressupde justificativa adequada,
proporcionalidade, documentagao técnica, avaliagdo de riscos € mecanismos de publicidade
que assegurem condi¢gdes minimas de controle democratico. A criagdo da Autoridade
Nacional de Protecdo de Dados, posteriormente convertida em agéncia reguladora, integra
esse arranjo institucional, garantindo fung¢ao regulatoria e fiscalizatoria permanente, essencial

para um regime de direitos que depende de supervisao continua e especializada.

A analise dos direitos do titular permite observar a profundidade da convergéncia entre
LGPD e habeas data e a0 mesmo tempo explicitar o ponto central da hipotese deste trabalho.
O direito de acesso, nucleo historico do habeas data, foi expandido pela LGPD em extensdo e
profundidade. Nao basta fornecer ao titular os dados brutos que constam em registros

administrativos; ¢ necessario indicar finalidades, critérios de tratamento, agentes com quem
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os dados foram compartilhados e informagdes que permitam compreender minimamente os
processos decisorios que deles derivam. Essa exigéncia dialoga diretamente com a hipdtese
deste TCC, segundo a qual tais direitos, concebidos para garantir transparéncia e controle,
tornam-se materialmente insuficientes quando aplicados a sistemas que operam em logica

opaca, probabilistica e de dificil interpretabilidade.

A correcdo, a eliminacdo, a anonimizacdo, a portabilidade e a informacdo sobre
compartilhamento completam o conjunto de direitos que estruturam a cidadania
informacional. Todavia, o mais relevante para a analise da incompatibilidade entre o desenho
normativo da LGPD e a logica da inteligéncia artificial aplicada pelo Estado ¢ o direito de

revisdo de decisOes automatizadas.

A primeira vista, esse dispositivo representa verdadeiro avango normativo, pois confere
ao titular prerrogativa de contestar decisdes tomadas exclusivamente por meios
automatizados. Entretanto, como demonstram os estudos de caso analisados nos capitulos
seguintes, a eficacia desse direito depende de condigdes epistémicas que frequentemente nao
se verificam na pratica. A revisdo somente pode ser efetiva se acompanhada de
explicabilidade minima, isto €&, se o titular puder compreender, a0 menos em nivel descritivo,
como a decisdo foi produzida e quais critérios orientaram a classificagdo ou o ranqueamento
que lhe afetou. Quando algoritmos operam como caixas pretas epistémicas, tal como afirmam
Pasquale (2015), Wachter, Mittelstadt e Floridi (2017), a possibilidade de revisao se dissolve,

e o proprio nlcleo da autodeterminacdo informativa ¢ esvaziado.

A partir dessa analise, compreender a estrutura normativa da LGPD e seus direitos do
titular constitui etapa indispenséavel para analisar os estudos de caso do capitulo seguinte, nos
quais as promessas normativas de acesso, corre¢do, transparéncia € revisdo se mostram
incompativeis com as praticas estatais de classificacdo automatizada, ranqueamento
estatistico e vigilancia algoritmica. O exame detido da LGPD revela ndo apenas sua
importancia constitucional, mas também os limites materiais de sua eficadcia em contextos de
opacidade algoritmica, preparando o terreno para demonstrar, empiricamente, como a
inteligéncia artificial desafia a propria estrutura dogmatica do direito fundamental a protecao

de dados no Brasil.

3.2 Lacunas e limites estruturais da LGPD

Embora a Lei Geral de Prote¢ao de Dados Pessoais constitua o marco normativo
mais avancado ja produzido no Brasil sobre tutela da esfera informacional, sua eficacia
enfrenta limites estruturais que nao derivam de defeitos redacionais, mas da natureza das

tecnologias as quais deve se aplicar. A LGPD foi concebida para produzir transparéncia,
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garantir autodeterminagdo informativa e limitar o poder informacional estatal e privado. No
entanto, quando transposta para ambientes decisorios mediados por inferéncias
automatizadas, modelos preditivos e sistemas opacos de inteligéncia artificial, sua capacidade
de assegurar controle efetivo se reduz drasticamente. A hipotese central deste trabalho - a
distancia entre titularidade formal e capacidade real de exercicio de direitos em contextos de
opacidade algoritmica - manifesta-se de forma evidente quando se analisam as excegdes
legislativas, as limitagdes institucionais e a complexidade técnica que envolvem a aplicagao

da LGPD.

Um primeiro limite emerge do proprio desenho legislativo. O artigo 4° da LGPD
exclui de seu ambito as atividades de seguranga publica, defesa nacional e investigacao penal,
remetendo seu tratamento a legislacdo especifica ainda inexistente. Essa remissdo cria um
vacuo normativo que permite que estruturas estatais historicamente marcadas por opacidade
continuem operando sem parametros proporcionais de necessidade, adequacdo e
transparéncia. Danilo Doneda (2019) observa que “as zonas de exce¢ao tendem a reproduzir
logicas informacionais pré-constitucionais, baseadas na coleta indiscriminada e na auséncia
de justificativa publica”. Essa adverténcia ¢ central porque demonstra que o problema nao
esta apenas na inexisténcia da legislagdo setorial, mas na fragilidade estrutural do Estado em
controlar praticas informacionais que operam com alto potencial lesivo, especialmente

quando associadas a sistemas de inteligéncia artificial.

A inexisténcia de legislagdo especifica para regular o tratamento de dados em
seguranga publica e persecucdo penal ndo produz apenas incerteza juridica, mas efeitos
concretos sobre direitos fundamentais, uma vez que permite a ado¢do de tecnologias
altamente invasivas sem parametros minimos de proporcionalidade, verificagdo ou auditoria.
Essa lacuna normativa tem resultado, em diferentes estados brasileiros, na utilizacao de
sistemas de reconhecimento facial e solugdes algoritmicas de baixa acurécia, ocasionando
prisdes indevidas de pessoas absolutamente inocentes. Esse dado ilustra que a auséncia de
disciplina juridica especifica ndo ¢ um problema meramente abstrato, mas uma fonte direta de
violagdes ao devido processo, a presungdo de inocéncia e a propria integridade da protegdo de
dados. Assim, a discussdo sobre uma eventual LGPD penal surge menos como iniciativa de
sofisticacdo normativa e mais como resposta a urgéncia concreta de impedir que decisdes
automatizadas continuem a produzir danos irreversiveis em contextos marcados por

seletividade estrutural.

O segundo limite estrutural da LGPD decorre da assimetria epistémica que
caracteriza os sistemas de decisdo automatizada utilizados pelo Estado. A lei pressupde
possibilidade de reconstrucdo do processo decisério por meio de principios como

transparéncia, responsabilizacdo e prevencdo, além do direito a revisdo de decisdes



27

automatizadas. Entretanto, tais instrumentos perdem efetividade quando o tratamento de
dados envolve modelos matematicos ndo interpretaveis, técnicas de aprendizado de méaquina
autoajustaveis e operacoes de inferéncia realizadas sobre bases massivas e heterogéneas. A
LGPD opera com a premissa de que aquilo que produz efeitos juridicos pode ser auditado,
explicado e eventualmente corrigido. Em sistemas de inteligéncia artificial que funcionam
como caixas pretas, essa premissa deixa de ser verdadeira. Esse descompasso entre as
capacidades técnicas do sistema e as exigéncias normativas do direito produz exatamente o
tipo de cenario no qual a titularidade formal dos direitos nao se converte em possibilidade real

de exercicio, confirmando a hipétese deste TCC.

A precariedade institucional da Autoridade Nacional de Protecdo de Dados
reforga essa fragilidade. A ANPD foi concebida como 6rgdo capaz de produzir governanga
regulatoria continua, harmonizar interpretacdes, fiscalizar praticas e impor sangdes. No
entanto, enfrenta limitagcdes orcamentarias, restri¢des técnicas e, sobretudo, desequilibrios de
poder frente aos atores que deveria regular. A dependéncia estatal de plataformas tecnologicas
privadas, frequentemente estrangeiras, intensifica esse cendrio, pois coloca a autoridade
reguladora diante de agentes com poder econdmico, técnico e politico muito superior. A
literatura denomina esse fendomeno captura regulatéria, entendida como a interferéncia de
interesses privados na atuagdo de autoridades publicas encarregadas de fiscaliza-los. As
mobilizagdes que resultaram no enfraquecimento politico do PL 2630, com participagdo ativa
das grandes plataformas digitais, ilustram esse ambiente de pressdo permanente que limita a
capacidade estatal de impor governanga algoritmica robusta. O déficit institucional da ANPD
compromete diretamente a eficacia da LGPD, pois os direitos previstos na lei dependem de

enforcement consistente para se converterem em prote¢ao material.

Esse quadro de lacuna normativa tem sido enfrentado pelo Supremo Tribunal
Federal em decisdes estruturantes que delimitam o nticleo constitucional da protecao de dados
frente ao avango tecnoldgico estatal. No julgamento conjunto das ADIs 6387, 6388 e 6389,
que discutiam o compartilhamento massivo de dados de telecomunicagdes com o IBGE
durante a pandemia, o Tribunal fixou balizas que incidem diretamente sobre o problema aqui

tratado.

O STF afirmou que “nenhuma atividade estatal de tratamento de dados, ainda que
voltada ao interesse publico, pode afastar-se dos critérios constitucionais de necessidade,
adequacdo e proporcionalidade”, reconhecendo expressamente a existéncia de um devido
processo informacional que vincula toda a Administragdo, mesmo nos dominios
excepcionados pelo art. 4° da LGPD. Em outro trecho, o ministro relator advertiu que “a
auséncia de legislagdo especifica ndo gera espacos de anomia, pois a Constituicio mesma

estabelece limites materiais ao tratamento de dados”, reforcando que nem mesmo razdes de
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governanga, emergéncia ou seguranc¢a publica autorizam praticas de coleta e integracdo de

bases que escapem ao crivo constitucional.

Ao suspender a norma impugnada, o Tribunal afirmou que “o Estado ndo pode
exigir dos cidaddos confianga irrestrita em estruturas informacionais que ndo oferecem
garantias minimas de transparéncia e controle”, reconhecendo que a legitimidade democratica
do tratamento de dados depende de condi¢des epistémicas que permitam ao titular
compreender os efeitos que esses dados produzem sobre sua esfera juridica. Essa orientacao
jurisprudencial tem impacto direto sobre o debate da LGPD penal e sobre o uso de
tecnologias opacas pela Administragdo Publica. Se nem o compartilhamento manual de bases
de dados pode ocorrer sem satisfazer critérios constitucionais estritos, com muito mais razao
o emprego de sistemas algoritmicos, capazes de produzir classificagdes automaticas e erros
graves como prisdes indevidas de inocentes, deve se submeter a mecanismos reforcados de
justificacdo publica. A jurisprudéncia constitucional, portanto, ndo apenas revelam a
insuficiéncia normativa do regime atual, mas demonstram que o problema ndo estd na
auséncia de comandos normativos, mas na dificuldade de sua aplicagdo em ambientes
marcados pela opacidade técnica e pela assimetria de poder entre cidadios e maquinas

decisorias.

O avanco de tecnologias como reconhecimento facial, sistemas de ranqueamento
automatizado e modelos preditivos amplifica esses desafios. Tais sistemas operam em logicas
estatisticas que frequentemente reproduzem desigualdades estruturais, reforcam vieses
historicos e impactam de forma desproporcional grupos vulnerabilizados. A LGPD dispde do
principio da ndo discriminagdo, mas sua eficacia depende da capacidade de detectar padroes
discriminatorios inseridos em modelos algoritmicos complexos. A auséncia de auditorias
sistemadticas, avaliagdes de impacto e documentacdo técnica torna esse controle praticamente
inviavel. Com isso, o titular perde sua posi¢ao de sujeito de direitos e se converte em objeto
de classificagdes invisiveis que estruturam seu acesso a bens publicos, oportunidades e

garantias processuais.

A lei oferece principios densos, deveres rigorosos e direitos robustos, mas sua
aplica¢do depende de condi¢des de transparéncia, governanca e fiscalizacdo que, nos casos
analisados, ndo se concretizam. Assim como o habeas data, a LGPD permanece formalmente
adequada, porém enfrenta limite material decorrente da impossibilidade de traduzir a
racionalidade algoritmica em termos acessiveis ao titular. A insuficiéncia ndo decorre de falha
normativa, mas de transformacdo epistémica: decisdes que antes se baseavam em registros
estaticos passam a ser estruturadas por inferéncias complexas, que escapam ao ambito de

controle previsto pela legislagdo.
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Essa constatacdo prepara o terreno para os estudos de caso dos capitulos
seguintes, que demonstram empiricamente como praticas de inteligéncia artificial utilizadas
pelo Estado - seja na gestdo do trabalho, na atividade jurisdicional ou na seguranca publica -
desafiam os parametros normativos da LGPD e revelam a distancia entre a promessa
constitucional de autodeterminagao informativa e sua concretizagao material. A analise desses
casos permitird evidenciar que, diante de estruturas decisorias mediadas por opacidade
algoritmica, o problema ndo ¢ de auséncia normativa, mas de incompatibilidade entre os

instrumentos existentes e as condigdes epistémicas da era digital.
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4 ESTUDOS DE CASO SOBRE O USO DE IA PELO ESTADO E SEUS
IMPACTOS SOBRE GARANTIAS FUNDAMENTAIS

4.1 IA na gestdo publica: Caso SINE

O estudo de caso do Sistema Nacional de Emprego baseia-se no relatorio Sistema
Nacional de Emprego e a gestdo automatizada do desemprego, publicado em 2021 por
Fernanda Bruno, Paula Cardoso e Paulo Faltay, no &mbito do projeto Inteligencia Artificial e
Inclusion en América Latina. O documento foi selecionado porque constitui uma investigacao
empirica completa sobre a introducdo de sistemas algoritmicos em politicas publicas de
emprego no Brasil, descrevendo em detalhe a reestruturacao institucional do SINE, a parceria
com a Microsoft e a adogdo de modelos de perfilizagdo capazes de reorganizar
silenciosamente o acesso a oportunidades de trabalho. Trata-se de politica publica cuja
finalidade historica sempre foi promover a inclusdo de trabalhadores marginalizados, o que
torna particularmente relevante analisar como a automacao altera o exercicio de direitos
fundamentais e como se relaciona com os instrumentos juridicos existentes para assegurar

transparéncia, acesso e controle sobre informacdes pessoais.

O relatério reconstréi a transformacdo do SINE a partir de 2019, quando o
governo federal implementou o chamado “Novo SINE”, abriu sua base de dados a empresas
privadas e firmou um Acordo de Cooperacdo Técnica com a Microsoft para introduzir
ferramentas de machine learning no Emprega Brasil e no SINE Aberto. A pesquisa demonstra
que essas ferramentas executam duas func¢des centrais. A primeira ¢ o pareamento
automatizado entre perfis de trabalhadores e vagas; a segunda ¢ a perfilizagdo, que segmenta
usudrios segundo sua capacidade estatistica de reinser¢ao no mercado. Esse processo envolve
a criacdo de scores de empregabilidade baseados em variaveis como idade, escolaridade,

localizagdo, vinculos anteriores e tempo de desemprego.

A classificacdo opera de maneira opaca, sem que os trabalhadores tenham
conhecimento das variaveis utilizadas, dos pesos atribuidos ou das razdes pelas quais recebem
ou deixam de receber determinadas vagas. E justamente aqui que o estudo dialoga
diretamente com a pergunta deste trabalho, pois mostra que a logica decisoria relevante nao
esta contida nos dados brutos acessiveis ao titular, mas nas inferéncias produzidas pelo
modelo. A auséncia de transparéncia impede que o individuo compreenda ou controle a forma
como suas informacdes sdo transformadas em decisdes administrativas, revelando um

obstaculo estrutural ao exercicio de direitos que, em tese, deveriam garantir acesso e revisao.
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A pesquisa inclui entrevistas com representantes da bancada dos trabalhadores no
CODEFAT, que expressaram preocupacdao formal com a falta de clareza sobre o uso e a
protecao dos dados. O relatorio registra ipsi litteris o depoimento:

“Noés somos muito favoraveis ao uso de tecnologias para melhorar o sistema, como
o Portal Emprega Brasil, o aplicativo Sine Facil, por exemplo. A preocupacdo da
bancada dos trabalhadores foi em relacdo a possivel privatizacdo do sistema, a falta
de clareza sobre a protegdo de sigilo dos dados das pessoas e dos possiveis usos
dessas informagdes, como também da falta de garantias sobre mecanismos de
equidade e igualdade de oportunidades. Veja, ndo esta evidente para mim o interesse
dessas empresas em ter acesso a esse banco de dados. Falo isso porque o perfil que
elas atendem ¢, em média, mais escolarizado e qualificado - pessoas que inclusive
podem pagar pelo servigo - do que as pessoas que procuram o SINE. Especulo o
porqué desse interesse e se esta medida terd alguma efetividade. Outra razdo (do
voto contrario) foi no sentido de que essa abertura de dados ndo tenha como
consequéncia o estabelecimento de um sistema que limite o acesso a algumas
pessoas, especialmente aquelas que mais precisam, e que atenda apenas a uma
pequena parcela da sociedade. Estamos falando, por exemplo, do acesso das pessoas
a banda larga. Sera que a procura por vagas do trabalhador mais humilde vai ter o
mesmo tratamento, as mesmas condigdes, que a busca de alguém que pode pagar
neste sistema? Os votos contrarios e as abstengdes se devem a ndo termos clareza

em relagdo a protecdo do sistema publico de emprego, ao uso dos dados e,
especialmente, sobre a igualdade de condigdes”.

A fala dos representantes sindicais ¢ relevante porque confirma empiricamente o
que a pergunta orientadora busca investigar: a utilizagdo de modelos de decisdo que nao
permitem ao cidaddo compreender como sdo produzidos os resultados que impactam
diretamente sua trajetoria laboral. O estudo demonstra que o trabalhador ndo sabe que ¢
perfilizado, ndo conhece o critério de sua segmentacdo e nao dispde de qualquer meio para
contestar ou influenciar as inferéncias que determinam sua visibilidade diante das vagas
oferecidas. A opacidade, portanto, ndo decorre de lacuna normativa, mas de arquitetura

institucional incapaz de cumprir o que a legislagdo ja prevé.

Outro ponto central do relatdrio ¢ a constatacdo de que o SINE, criado justamente
para incluir trabalhadores vulneraveis, passa a reforcar desigualdades estruturais por meio de
suas ferramentas algoritmicas. Os modelos aprendem padrdes do mercado de trabalho e
tendem a reproduzir a exclusao historica de mulheres, jovens, pessoas negras e trabalhadores
de baixa escolaridade, que passam a ser classificados como menos empregaveis. Como
consequéncia, recebem menos encaminhamentos, tornam-se menos visiveis no sistema e tém
sua trajetoria condicionada por pardmetros estatisticos que refletem desigualdades
acumuladas. O relatério denomina esse processo de “regulacao do campo de oportunidades”,
indicando que a automacado deixa de ser apenas um mecanismo administrativo para se tornar
uma tecnologia que reorganiza estruturalmente quem terd ou ndo acesso a direitos. Este
achado ¢ diretamente relacionado a hipotese analisada neste trabalho. Embora a LGPD proiba
discriminacao algoritmica, imponha deveres de explicagdo e assegure o direito de revisdo, o
estudo mostra que tais garantias permanecem sem efetividade pratica. O titular ndo consegue

exercer seu direito de revisdo porque ndo compreende a decisdo; ndo consegue contestar a



32

logica discriminatéria porque a logica ndo ¢ disponibilizada; e ndo consegue se
autodeterminar informacionalmente porque desconhece como suas caracteristicas produzem
efeitos administrativos. H4 aqui um descompasso claro entre norma e pratica, mas ndo uma

insuficiéncia normativa.

O relatorio também evidencia que a parceria firmada entre o governo federal e a
Microsoft ultrapassa a automagdo do pareamento de vagas, alcancando a propria concepgao
das politicas de qualificagdo profissional por meio da Escola do Trabalhador 4.0. A pesquisa
mostra que a plataforma, anteriormente estruturada com cursos de multiplas areas e
formagdes diversificadas, foi progressivamente remodelada para oferecer conteudos
fortemente alinhados as trilhas tecnologicas definidas pela Microsoft, com foco em
computacdo em nuvem, desenvolvimento de software, administragdo de ambientes Azure e
competéncias digitais diretamente relacionadas as demandas de mao de obra da empresa. Essa
convergéncia ndo ¢ acidental. A presidéncia da Microsoft Brasil declarou publicamente que o
pais enfrenta “um déficit de profissionais qualificados em tecnologia” e que a empresa
necessita “formar rapidamente trabalhadores para suprir a demanda crescente do setor”, o que
reforca o alinhamento entre a politica publica de capacitacdo e os interesses privados da

corporagao.

A justificativa institucional inicialmente apresentada pelo governo para a
cooperacao de que a parceria teria sido motivada pela urgéncia educacional imposta pela
pandemia de Covid-19, ndo se sustenta diante da cronologia reconstruida pelo relatorio, que
demonstra negociacdes e desenho de cursos anteriores a 2020. A discrepancia temporal revela
que a reconfiguracao da Escola do Trabalhador ndo ¢ resposta emergencial, mas parte de um
processo mais amplo de dependéncia tecnolégica em que corporagdes transnacionais passam
a definir contetidos, metodologias e prioridades de qualificagdo profissional no interior de
uma politica publica estatal. Esse movimento desloca o centro decisorio da formulagao de
politicas de emprego e insere o Estado brasileiro em um arranjo no qual parametros
pedagdgicos, competéncias valorizadas e trajetorias formativas sao moldados por interesses
empresariais globais, ndo por diagnosticos publicos de necessidades nacionais de

qualificacdo.

Embora o relatdrio ndo utilize esse vocabulario, o fendmeno se aproxima do que a
literatura recente descreve como neocolonialismo digital, caracterizado pela transferéncia de
capacidades estratégicas, infraestruturas criticas e agendas de formagdo profissional para
atores privados transnacionais. A relagdo entre Microsoft e Estado brasileiro, tal como
documentada, sugere um modelo no qual a automacdo publica e a qualificagdo de
trabalhadores passam a ser estruturadas por epistemologias e infraestruturas externas ao

controle soberano, produzindo assimetrias epist€émicas que limitam o exercicio concreto das
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garantias constitucionais associadas a autodeterminagdo informativa e ao controle
democratico das decisdes estatais. A discussdo detalhada sobre essa dimensdo serd
aprofundada posteriormente neste trabalho, mas o estudo de caso ja oferece indicios
suficientes de que a reconfiguragdo do SINE envolve ndo apenas questdes técnicas, mas

arranjos de poder que condicionam a efetividade real dos instrumentos juridicos existentes.

A partir da analise do relatdrio, percebe-se que cada achado relevante se conecta
diretamente a pergunta orientadora desta pesquisa. A pergunta busca investigar se
instrumentos como habeas data e LGPD s3o capazes de garantir transparéncia, acesso e
controle sobre informagdes pessoais em contextos de IA. O estudo do SINE demonstra que o
titular até pode acessar seus dados cadastrais, mas ndo alcanca as inferéncias decisorias que
condicionam seu acesso a direitos. Mostra também que a LGPD ja contém principios e
direitos que, se aplicados em sua inteireza, seriam suficientes para impedir praticas
discriminatorias, exigir explicabilidade, impor mecanismos de revisdo e garantir auditoria do
processo decisoério. No entanto, a pratica administrativa revela uma incapacidade institucional
de aplicar tais normas a sistemas complexos. Em outras palavras, o estudo ndo aponta para
auséncia de legislacdo, mas para auséncia de condigdes de efetividade. A insuficiéncia ¢

operacional, hermenéutica e estrutural, ndo normativa.

Assim, sem antecipar a conclusdao da hipdtese, o estudo demonstra que o
problema central nao ¢ a falta de dispositivos juridicos, mas a dificuldade de interpretar e
fazer cumprir as garantias ja existentes diante de tecnologias que operam por inferéncias
opacas. A situagdo revela a necessidade de uma abordagem compativel com o
constitucionalismo digital, capaz de reinterpretar e tornar eficazes os direitos a
autodeterminacdo informativa, a motivagdo administrativa, a revisdo de decisdes
automatizadas e a ndo discriminacdo. O SINE exemplifica como tais garantias permanecem
formais quando o Estado adota sistemas decisérios que ndo se deixam traduzir segundo as
categorias tradicionais de publicidade, motivag¢do e controle democratico. O estudo de caso,
portanto, oferece o material empirico necessario para demonstrar que a legislagdao nao ¢
insuficiente; ¢ sua aplica¢do que ainda ndo alcanga os centros invisiveis de producdo de poder

informacional que estruturam as decisdes automatizadas do Estado.

4.2 1A no judiciario: Caso MAIA

O segundo estudo de caso examina a implementacdo da ferramenta de inteligéncia
artificial denominada MAIA Justica pelo Tribunal de Justica de Pernambuco, com base na
investigacdo técnica e documental conduzida pelo Instituto de Pesquisa em Direito e
Tecnologia do Recife (IP.rec) e publicada no texto “Tal qual os Incas, Maias e Astecas? O

Mecanismo Artificial Inteligente de Apoio a Justica do TIPE”. A pesquisa, complementada



34

por pedidos formais de acesso a informagao registrados na Nota Metodoldgica que integra o
dossié documental da investigacdo, foi escolhida porque oferece uma reconstrugdo empirica
precisa da adogdo de IA em atividade-fim jurisdicional, permitindo observar de forma
concreta como um tribunal estadual estrutura, governa e utiliza um modelo de linguagem de

grande porte no processo de formacao de julgamentos.

Isso torna o caso altamente relevante para esta dissertagdo, pois fornece
evidéncias diretas sobre a possibilidade de transparéncia, acesso e controle quando o Estado
utiliza sistemas algoritmicos cujos processos internos permanecem opacos ao cidaddo. Além
disso, o Judiciario ¢ o espago institucional onde o dever de motivacao, a publicidade das
razdes decisorias e a integridade cognitiva do julgador assumem maior densidade
constitucional, o que torna o conflito entre IA e garantias fundamentais particularmente

nitido.

A investigacdo do IP.rec mostra que a implementacdo do MAIA Justica se insere
em um movimento nacional de transformacao digital do Judiciario e € apresentada pelo TIPE
como mecanismo de apoio destinado a aumentar a eficiéncia, agilizar a analise processual,
estruturar votos, resumir autos e sugerir precedentes relevantes. O tribunal afirma que o
sistema ndao decide, mas apenas auxilia magistrados e assessores. Contudo, o relatdrio
demonstra que a distingdo formal entre apoio e decisdo nao afasta, por si so, o risco de
influéncia cognitiva significativa. Esta constatacdo ¢ central para a pergunta deste trabalho,
pois indica que mesmo sistemas que ndo tomam decisdes autonomas exercem efeitos
decisorios substantivos, interferindo na racionalidade humana ¢ modulando a construcao dos

julgamentos.

O estudo destaca que o MAIA Justica opera a partir de bases de dados internas
como Ple, Cédex e Pangea, utilizando um modelo de linguagem treinado com decisdes
anteriores do tribunal, o que inclui padrdes argumentativos, estruturas retéricas e estilos
decisorios dos gabinetes. A documentacdo fornecida pelo TJPE confirma que o sistema ¢

capaz de gerar minutas completas de votos, resumos estruturados e ementas no formato CNJ.

Embora o tribunal afirme que o usuario pode editar qualquer texto, o relatorio
ressalta que esta afirmativa ndo resolve o problema da motivagdo oculta. Se a primeira versao
do voto ¢ gerada pelo sistema, ainda que editada posteriormente, a cadeia de raciocinio que
influenciou o julgador permanece invisivel ao jurisdicionado. Isso se relaciona diretamente
com a pergunta orientadora desta pesquisa, pois demonstra uma situagdo em que o cidadio
ndo consegue acessar nem controlar a logica que influenciou a atividade estatal, uma vez que
o processo inferencial do modelo nao ¢ disponibilizado. A jurisprudéncia constitucional sobre

o dever de motivagdo exige que o cidaddo possa reconstruir as razdes publicas da decisdo,
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algo inviavel quando parte da racionalidade permanece alojada em um sistema algoritmico

nao transparente.

Durante a analise do funcionamento do MAIA Justi¢a, o relatorio do IP.rec chama
atencao para a distincao, reiterada pelo tribunal, entre decisdo humana e sugestao algoritmica.
Ainda que formalmente a decisdo permaneca atribuida ao magistrado, o estudo mostra que o
sistema € capaz de produzir minutas estruturadas, resumos e ementas completos, organizando
previamente o arcabougo argumentativo que servirda de base ao julgamento. Embora essa
constatagdo derive dos documentos obtidos por meio dos pedidos de informacao, a literatura
especializada evidencia que tal distingdo ¢ insuficiente para afastar riscos substanciais de

influéncia cognitiva.

Pesquisas publicadas nos ultimos anos (VICENTE e MATUTE, 2023),
demonstram que operadores humanos tendem a absorver vieses e padrdes sugeridos por
sistemas de TA, mesmo quando advertidos sobre sua possivel existéncia. O efeito de
ancoragem cognitiva, bem documentado em ambientes de alta pressdo e sobrecarga de
trabalho, sugere que a primeira versao de argumento apresentada ao julgador tende a orientar,
ainda que de forma implicita, o raciocinio subsequente. Esses achados teoricos, ainda que nao
integrem o corpus empirico analisado pelo IP.rec, dialogam diretamente com a realidade
documentada no TJPE, reforcando a conclusdo de que o apoio algoritmico produz uma

camada invisivel de racionalidade que influencia a motivacgao final da decisao judicial.

Essa relacao entre evidéncias documentais e literatura cientifica € central para esta
pesquisa, pois conecta diretamente o caso do MAIA Justi¢ga a pergunta orientadora sobre
transparéncia, acesso e controle. O estudo revela que, mesmo quando o titular teoricamente
pode acessar os autos do processo e, portanto, exercer o habeas data em seu sentido
tradicional, ele nao tem condi¢cdes de reconstruir a influéncia algoritmica que moldou a
estrutura argumentativa do julgamento. O sistema opera uma transformagdo silenciosa na
racionalidade judicial, e essa transformacdo ndo ¢ capturada pelos instrumentos juridicos

tradicionais.

Da mesma forma, embora a LGPD assegure direitos de revisdo, explicacdo e ndo
discriminacao, a pratica observada no TJPE ndo oferece os meios materiais para seu
exercicio, pois o tribunal ndo disponibiliza documentacdo técnica sobre critérios de
treinamento, detec¢do de vieses ou parametros utilizados pelo modelo. O fendmeno descrito
pela literatura, segundo o qual humanos incorporam vieses algoritmicos sem perceber, agrava
a dificuldade juridica de identificar quando e de que modo a IA influenciou o julgamento,
criando uma zona de opacidade incompativel com o devido processo legal, mas ndo prevista

pela legislagdo existente, que pressupde transparéncia minima das etapas decisorias.
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A Nota Metodologica registra que o IP.rec enviou dois pedidos de acesso a
informagdo com base na LAI e na LGPD, solicitando documentos sobre governanga,
arquitetura técnica, critérios de treinamento, validagdo, vieses, auditorias, logs, mecanismos
de supervisdao humana e relatorios de impacto. As respostas do tribunal, embora formalmente
detalhadas, ndo fornecem documentacdo técnica suficiente para verificar a conformidade do

sistema com a legisla¢ao.

O TJPE declara que ha rastreabilidade e supervisdo humana, mas ndo apresenta
testes de viés, métricas de performance, protocolos de auditoria, critérios de curadoria do
dataset ou praticas que permitam avaliar se o modelo aprende e reproduz padroes
discriminatorios presentes nos proprios bancos processuais. Essa insuficiéncia documental
tem relacdo direta com a pergunta desta dissertacdo. A norma garante transparéncia e acesso,
mas o orgdo estatal ndo cria condi¢des materiais para que esses direitos sejam exercidos.
Assim, mesmo que o titular ingresse com habeas data, continuard tendo acesso apenas aos
dados processuais, mas nao as inferéncias, pesos, correlagdes ou camadas internas do modelo
que estruturam a sugestdo decisoria. O estudo mostra, portanto, uma lacuna pratica da

garantia constitucional, € ndo uma limitag¢@o de seu conteudo.

O relatério do IPrec também aponta que ndo ha documentacdo que permita
compreender como o MAIA foi treinado, como os dados foram pré-processados, quais
padrdes decisorios foram priorizados, nem de que forma o tribunal pretende evitar que vieses
de gabinetes especificos sejam amplificados de forma sist€émica. Essas lacunas se conectam
diretamente com o principio da qualidade dos dados (art. 6°, V da LGPD) e com o dever de
prevengdo, que exige avaliacdao continua de riscos. O ponto, mais uma vez, nao ¢ que a LGPD
deixa de prever esses principios, mas que o tribunal ndo demonstra mecanismos capazes de
cumpri-los. A desconex@o entre regra existente e implementagdo revela, de maneira nitida,
que a hipdtese inicial desta dissertagdo - a de que novas normas seriam necessarias - precisa
ser examinada com cautela, j4 que o estudo sugere que o problema estd mais na pratica

institucional do que na estrutura normativa.

Outro elemento relevante ¢ a dupla camada decisoria identificada pela
investigacdo. As minutas produzidas pelo sistema, ainda que formalmente atribuidas ao
magistrado, contém estruturas argumentativas geradas por uma racionalidade técnica que o
jurisdicionado ndo consegue acessar. A decisdo final visivel ndo revela a influéncia
algoritmica que atuou na sua construcdo. Esse fendmeno, descrito como motivacdao
parcialmente oculta, coloca o habeas data diante de uma fronteira hermenéutica. A garantia
constitucional permite acesso a informacdes registradas, mas ndo alcanga processos
matematicos de inferéncia. O estudo demonstra que essa limitagdo ndo deriva do texto

constitucional, mas do modo como a atividade jurisdicional se reorganiza em torno de
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modelos opacos. Aqui, novamente, o caso fornece material empirico extremamente valioso
para a hipodtese, pois mostra que a dificuldade ndo estd na auséncia de direitos, € sim na

auséncia de condi¢des epistémicas e institucionais para exercé-los em ambientes algoritmicos.

Por fim, o relatério evidencia que, embora o tribunal declare aderéncia a LGPD, a
LAI e as resolugdes do CNJ, nao hd mecanismos que permitam ao jurisdicionado exercer o
direito previsto no artigo 20 da LGPD. A auséncia de explicabilidade inviabiliza qualquer
contestagdo substantiva. A alegacdo de que o juiz mantém o controle cognitivo da decisdo nao
elimina o dever de demonstrar como a IA influenciou a constru¢do argumentativa. Assim, o
estudo fornece indicios de que a legislagdo vigente seria suficiente para exigir maior
transparéncia, revisao humana efetiva, auditoria e governanca robusta. O problema reside na

falta de cumprimento, ndo na falta de norma.

Sem resolver a hipotese, mas preparando o terreno para sua andlise, o estudo de
caso do MAIA Justica demonstra que o ordenamento juridico brasileiro ja contém
instrumentos capazes de garantir transparéncia, acesso e controle sobre informagdes pessoais
em ambientes algoritmicos. Contudo, tais instrumentos nao sao implementados pelo tribunal
de modo a permitir seu exercicio real. A tensdo revelada pelo caso ndo aponta para lacuna
legislativa, mas para insuficiéncia de praticas institucionais alinhadas as exigéncias do

constitucionalismo digital, que sera discutido adiante neste trabalho.

4.3 IA na seguranca publica: Reconhecimento facial

O terceiro estudo de caso examina a adogdo de sistemas de reconhecimento facial na
seguranca publica brasileira a partir dos relatdrios Vigilancia por Lentes Opacas, produzido
pelo projeto O Pandptico/CESeC, e Mapeando a Vigilancia Biométrica, elaborado pelo
CESeC e pela Defensoria Publica da Unido. Esses estudos foram escolhidos porque formam o
levantamento empirico mais completo sobre vigilancia biométrica no pais e porque
evidenciam, de modo paradigmatico, a dificuldade de exercer direitos de transparéncia,
acesso e contestacdo quando decisdes estatais passam a ser mediadas por inferéncias

algoritmicas opacas.

O caso ¢ particularmente relevante para esta pesquisa porque opera justamente no
espagco normativo de excecdao descrito no capitulo anterior, em que a LGPD nao se aplica
integralmente as atividades de seguranga publica, e porque revela, com clareza historica,
como praticas de sigilo decisorio reproduzem dindmicas que o habeas data foi originalmente

criado para romper.

Os relatorios demonstram que, a partir da Portaria 793/2019, o reconhecimento facial

foi implementado de forma acelerada em todo o pais, resultando em 337 projetos ativos e na
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vigilancia biométrica continua de cerca de 81 milhdes de pessoas. Essa escala, inédita na
historia das tecnologias de controle no Brasil, opera em ambiente de baixa transparéncia
institucional. Estados contratam empresas estrangeiras, como NEC, Huawei, Cognyte e
Quantica, sem divulgar contratos completos, bases de dados utilizadas, métricas de precisao
ou critérios de funcionamento dos algoritmos. Esse cenario se conecta diretamente a pergunta
orientadora deste trabalho, pois revela que o titular ndo possui meios para compreender ou
contestar as inferéncias que produzem intervencdes policiais potencialmente coercitivas. A
LGPD contém direitos de acesso, transparéncia e revisao, € o habeas data foi concebido como
garantia contra sigilo informacional abusivo. No entanto, na pratica analisada, nenhum desses
instrumentos consegue alcancar o processo inferencial que fundamenta a suspeicdo

algoritmica.

A fragilidade das bases de dados utilizadas pelos sistemas refor¢a essa constatacdo. Os
relatorios documentam que estados integram fotografias de Detrans, Secretarias de
Seguranca, institutos de identificacdo e bancos criminais sem padronizacdo metodologica,
atualizacdo adequada ou mecanismos de exclusdo de registros indevidos. Fotografias antigas,
de mé qualidade e registros duplicados alimentam sistemas de identificagdo em tempo real,

produzindo erros previsiveis.

Esses achados empiricos se conectam diretamente a hipdtese deste trabalho, pois
demonstram a distancia entre a titularidade formal dos principios previstos na LGPD
(qualidade, necessidade, adequacdo e prevengdo) e a capacidade real de seu exercicio quando
o Estado ndo cria condigdes institucionais para cumpri-los. A norma existe; o problema esta

na auséncia de sua execugdo efetiva em contextos de opacidade estrutural.

Os relatorios também identificam um padrdo racializado de erros. Em 2019, 90 por
cento das pessoas presas por reconhecimento facial eram negras, indicando que a tecnologia
reforca desigualdades historicamente produzidas pelo sistema penal brasileiro. Estudos do
NIST citados nos relatdrios demonstram que sistemas comerciais apresentam taxas de erro
significativamente maiores para pessoas racializadas. A ligacdo com a pergunta do TCC ¢
direta: a LGPD prevé o principio da nao discriminagdo, mas, na pratica, nao ha mecanismos
de auditoria técnica, testes de viés ou prestacdo de contas capazes de materializa-lo. A
limitagdo, portanto, ndo estd na legislagdo, mas na incapacidade institucional de exigir e

comprovar sua observancia.

Os dois estudos documentam casos de prisdes indevidas motivadas por
reconhecimentos falhos. Esses episodios mostram como classificacdes estatisticas sao
convertidas em decisdes coercitivas sem motivacdo adequada ou possibilidade de contestagao

eficaz. Aqui, o elo com a hipotese ¢ imediato: o habeas data permite acesso a informagdes
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registradas, mas ndo a logica inferencial que levou a identificagdo algoritmica; a LGPD prevé
revisdo de decisdes automatizadas, mas ndo ha meios materiais de exercé-la quando o proprio
processo decisorio € inacessivel. Assim como discutido no capitulo anterior, o
reconhecimento facial evidencia a distdncia entre a existéncia formal de direitos e a auséncia

de instrumentos capazes de garantir sua operacao substantiva.

Esse quadro contemporaneo de opacidade encontra eco direto na historia de criacdo do
habeas data no Brasil. O instituto surgiu como resposta as praticas de vigilancia politica,
falsificacdo de registros, restricio de acesso a informagdes e manipulacdo de dados pelo
regime militar instaurado em 1964. Durante esse periodo, o Servigo Nacional de Informagdes
(SNI) produziu e manteve bancos de dados secretos, muitas vezes falsos, inacessiveis aos
proprios interessados, seus defensores e até ao Judicidrio. O habeas data foi concebido
justamente para romper essa logica autoritiria de produgdo e circulacdo de informagdes,
criando instrumento constitucional para obrigar o Estado a revelar, corrigir e justificar o uso
de dados sobre o individuo. O paralelismo histdrico ¢ inevitavel. A opacidade dos sistemas
contemporaneos de reconhecimento facial reproduz, em ambiente digitalizado, a mesma
logica de assimetria informacional radical que o habeas data buscou desmantelar. Se antes o
sigilo era produzido por arquivos fisicos e classificagdes politicas, hoje ele ¢ produzido por
redes neurais e classificagdes algoritmicas. Em ambos os casos, o cidaddo permanece incapaz

de conhecer e contestar a informacao que fundamenta o exercicio do poder estatal sobre ele.

Esse vinculo historico torna ainda mais relevante o entendimento recente do Supremo
Tribunal Federal, citado no capitulo anterior, segundo o qual nenhuma atividade estatal de
tratamento de dados, mesmo aquelas abrangidas pelo artigo 4° da LGPD, esta isenta de
observancia aos critérios constitucionais de necessidade, adequacgdo e proporcionalidade. O
STF enfatiza que a auséncia de legislacdo especifica ndo cria “espagos de anomia”, pois a
propria Constituicdo estabelece limites materiais ao tratamento de dados. Esse entendimento
ilumina o estudo de caso: ainda que a seguranga publica opere em zona de exce¢ao normativa,
nao esta autorizada a atuar em opacidade absoluta. Os relatérios mostram, contudo, que essa

diretriz constitucional permanece sem concretizagao.

Os dois estudos convergem, por fim, na conclusdo de que o reconhecimento facial no
Brasil opera em regime de opacidade incompativel com o Estado Democratico de Direito. O
titular ndo acessa a inferéncia que o classifica como suspeito; ndo controla o tratamento de
seus dados; ndo compreende como as imagens capturadas sdo armazenadas, compartilhadas
ou descartadas; e nao dispoe de vias efetivas de contestagdao. As garantias previstas na LGPD
e no habeas data existem, mas ndo encontram condicdes técnicas e institucionais para serem
exercidas. O caso responde, portanto, o elemento central da hipotese deste trabalho: o

ordenamento juridico brasileiro ndo sofre de insuficiéncia normativa, mas de insuficiéncia de
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cumprimento. A legislacdo ¢ adequada; o problema estd na incapacidade estrutural do Estado

de garantir sua efetividade diante de tecnologias de inferéncia opaca.

4.4 Sintese: como os trés estudos de caso demonstram a insuficiéncia pratica do

habeas data e da LGPD diante da opacidade algoritmica

Os trés estudos de caso convergem para um diagndstico uniforme: habeas data e
LGPD contém mecanismos normativos capazes de proteger transparéncia, acesso € controle,
mas esses instrumentos perdem eficdcia ao serem confrontados com arquiteturas tecnologicas

opacas, praticas contratuais de dependéncia privada e auséncia de governanca estatal robusta.

No caso do SINE, o relatorio evidencia que a decisdo relevante nao reside apenas
nos registros cadastrais acessiveis ao titular, mas nas inferéncias e scores produzidos por
modelos de perfilizacdo treinados sobre grandes bases de dados; essas inferéncias nao sao
disponibilizadas ao cidaddo, ndo sdo auditadas e ndo admitem revisdo pratica, ainda que o
ordenamento preveja direitos de explicagdo e revisdo. Essa limitagdo exata do alcance do
habeas data e de direitos previstos na LGPD fica clara na documentagdo analisada, que
registra a abertura de bases a atores privados e a auséncia de relatérios de explicabilidade ou

de auditorias independentes, evidenciando um descompasso entre norma e pratica.

No caso do MAIA Justica (TJPE), a investigacdo documental mostra que o
sistema fornece minutas e estruturas argumentativas que orientam o trabalho do magistrado,
criando uma camada invisivel de racionalidade que o jurisdicionado ndo consegue acessar.
Mesmo quando o processo formalmente permanece sob assinatura humana, a influéncia
cognitiva das sugestdes algoritmicas produz efeitos decisorios reais; o habeas data alcanga os
autos, mas ndo as relagdes inferenciais, e a LGPD prevé revisdo e ndo discriminacdo sem,
contudo, detalhar mecanismos processuais que forcem a disponibilizagdo das arquiteturas
algoritmicas para fins de controle. A insuficiéncia pratica decorre, portanto, da
impossibilidade material de efetivar direitos constitucionais e legais diante de processos

inferenciais ndo documentados, ndo auditdveis e contratualmente protegidos.

No campo da seguranca publica, os relatorios sobre reconhecimento facial
mostram em escala ampliada as mesmas fragilidades: integracdo de bases heterogéneas e
frequentemente desatualizadas, contratos pouco transparentes com fornecedores estrangeiros,
auséncia de avaliacdes de impacto e falta de protocolos de governanca para ciclo de vida das
imagens. Esses fatores transformam inferéncias probabilisticas em decisdes coercitivas com
alto risco de erro e de reproduzir vieses raciais e sociais; dados empiricos documentam taxas
de erro e padrdes discriminatorios que recaem sobre grupos racializados. A LGPD e o habeas

data garantem, em termos materiais, principios de qualidade, transparéncia e nao
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discriminacdo, e asseguram vias de acesso e correcdo de dados; contudo, na pratica
examinada pelos relatdrios, esses mecanismos ndo sao implementados nas rotinas das forgas

de seguranca, o que empurra a protecao legal para um patamar formal sem contetudo efetivo.

Feitas as observacdes caso a caso, ¢ possivel identificar, trecho por trecho, as
correlagdes entre os achados empiricos e a hipotese central do trabalho. Primeiro trecho,
relativo ao acesso: todos os casos demonstram que o titular pode eventualmente acessar dados
registrais, mas nao as inferéncias; isso mostra que o campo de incidéncia do habeas data ¢é
insuficiente para desvelar processos inferenciais, ndo por defeito do instituto, mas por
limitagdo de escopo técnico-constitucional quando confrontado com modelos de aprendizado
que ndo deixam “rastro” explicavel ao publico. Segundo trecho, relativo a explicabilidade e
revisdo: a LGPD prevé artificios (transparéncia, relatorios de impacto, direito de revisdo) que,
na teoria, cobrem os riscos identificados; na pratica, tribunais, administracdes e fornecedores
nao apresentam documentagdo, métricas nem protocolos técnicos necessarios para que esses
direitos sejam exercidos. Terceiro trecho, relativo & ndo discriminagdo: os achados sobre
perfilizagdo, reproducdo de vieses historicos e prisdes indevidas indicam que o principio
juridico existe, mas que sua materializagdo exige auditoria técnica e processos de remediagao
que nao estdo sendo implementados. Em todos esses trechos, portanto, o cerne ndo ¢ lacuna
normativa; ¢ auséncia de medidas institucionais, técnicas e contratuais que transformem

direitos formais em direitos efetivos.

A sintese pratica que emerge dos trés casos permite identificar categorias de falha
recorrentes que explicam a insuficiéncia operacional da norma: a) opacidade técnica e
contratual que protege modelos e parametros; b) governanca de dados deficiente, com bases
de ma qualidade e auséncia de protocolos de atualizacdo e exclusao; c) falta de auditorias
independentes e de relatorios publicos de impacto; d) dependéncia tecnologica e transferéncia
de poder decisorio para fornecedores privados; e) insuficiéncia de capacitagdo e de rotinas
estatais para fiscalizar modelos complexos. Cada uma dessas falhas corresponde a requisitos
previstos na LGPD e ao alcance proposto pelo habeas data, de modo que a auséncia de

cumprimento € condig¢do explicativa suficiente do déficit de protecdo constatado.

Finalmente, sem antecipar a decisdo sobre a hipdtese geral, os trés estudos,
quando lidos em conjunto, demonstram de forma consistente que o ordenamento juridico
brasileiro ja contém principios e instrumentos aptos a exigir transparéncia, qualidade de
dados, auditoria e revisao; o problema empiricamente detectado reside na implementagdao. A
conclusdao intermedidria que essas evidéncias sustentam ¢ normativa e pratica: para que
habeas data e LGPD produzam a protecdo prometida é preciso que o Estado implemente
procedimentos exequiveis de governanca algoritmica, imponha clausulas contratuais que

garantam auditabilidade, estabeleca rotinas de testes de vieses e qualidade de dados, e crie
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mecanismos institucionais capazes de traduzir obrigacdes legais em controles técnicos
verificaveis. Em outras palavras, a legislagdo nao ¢ o primeiro obstaculo; o desafio ¢ montar

as condi¢des materiais € institucionais para seu cumprimento.
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5 CONSTITUCIONALISMO DIGITAL E A INTELIGENCIA
ARTIFICIAL NO ESTADO BRASILEIRO

5.1 Dependéncia tecnoldgica e neocolonialismo digital

A incorporacao de sistemas de inteligéncia artificial pelo Estado brasileiro ndao
pode ser compreendida apenas como fenomeno administrativo ou técnico. Ela se insere em
um contexto mais amplo de assimetrias globais de poder, em que infraestruturas digitais,
plataformas computacionais e sistemas algoritmicos operam como mecanismos
contemporaneos de reorganizacdo da dependéncia. Autores do Sul Global identificam esse
processo como forma de neocolonialismo digital, cujo funcionamento ndo se da mais pela
ocupagdo territorial, mas pela circulagdo desigual de tecnologia, pela captura de dados e pela

imposi¢do de racionalidades informacionais externas aos paises periféricos.

Milton Santos, ao analisar a globalizagdo informatizada, descreve como o meio
técnico-cientifico-informacional opera segundo légica que privilegia fluxos globais e
subordina Estados periféricos a sistemas concebidos fora de seu horizonte cultural, politico e
econdomico. A importacdo de solugdes algoritmicas sem dominio sobre sua arquitetura,
documentacdo técnica e critérios decisorios aprofunda a heteronomia tecnologica, uma vez
que o Estado passa a estruturar politicas publicas sobre bases epistemologicas alheias ao seu
contexto. A dependéncia ndo € apenas material; ¢ cognitiva e metodoldgica. Para Santos, essa
submissdo aos sistemas globais de informacao cria formas de hegemonia silenciosa, nas quais

técnicas externas moldam comportamentos e decisdes internas.

Essa leitura dialoga com Achille Mbembe, cuja andlise sobre regimes
contemporaneos de vigilancia e classificacdo mostra que tecnologias de captura e predi¢do
amplificam assimetrias historicas, sobretudo em sociedades racialmente estratificadas. Para
Mbembe, técnicas de visibilizagdo e controle transformam-se em tecnologias de
administracdo da vida e da morte, cujo uso, em paises marcados por desigualdades estruturais,
tende a reproduzir padrdes coloniais. No caso brasileiro, esse fenomeno aparece de forma
direta no uso de reconhecimento facial, sistemas de vigilancia biométrica e algoritmos de
predicao que reforcam o sobrepoliciamento de corpos negros e pobres, replicando no campo

digital as hierarquias do campo social.

Autores latino-americanos, como Anibal Quijano (2005), ajudam a compreender
por que a dependéncia tecnoldgica produz ndo apenas subordinagdo operacional, mas
colonialidade epistémica. Quijano demonstra que a ordem mundial ¢ estruturada por
hierarquias de producao de conhecimento. Quando o Estado importa modelos de A treinados

em bases euro-americanas, ele importa também categorias analiticas, gramaticas decisorias e
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formas de classificacdo que invisibilizam complexidades locais. A colonialidade do poder, na
era algoritmica, manifesta-se na incapacidade de produzir tecnologias proprias e na adocao

acritica de técnicas decisorias estruturadas por racionalidades externas.

Nessa dire¢dao, Evgeny Morozov (2021) contribui ao denunciar o que chama de
solucionismo tecnoldgico, ou tecnossolucionismo, que transforma decisdes politicas em
problemas computacionais administraveis por empresas privadas. O solucionismo refor¢a
dependéncia estatal, pois desloca a capacidade decisoria das institui¢des publicas para
plataformas cuja légica econdmica, juridica e cognitiva é ditada por interesses corporativos
transnacionais. Embora ndo seja autor do Sul Global, sua contribuicao ¢ fundamental para
explicar por que Estados periféricos tornam-se usuarios passivos de sistemas opacos que

moldam politicas publicas sem qualquer participacdo democratica em seu desenho.

As criticas formuladas por Abeba Birhane (2022) e Nanjala Nyabola (2018),
autoras africanas centrais no debate sobre colonialismo digital, aprofundam essa leitura.
Birhane demonstra que algoritmos treinados fora do contexto local reproduzem padrdes de
dominagdo e racismo estrutural, fendomeno que ela denomina colonialismo computacional.
Nyabola evidencia como tecnologias digitais exportadas para paises do Sul operam como
infraestrutura de controle, vigilancia e exclusdo, reforcando assimetrias globais na governanga
informacional. Seus diagnosticos coincidem com os resultados empiricos dos estudos de caso

deste trabalho.

A dependéncia tecnologica produz, portanto, quatro efeitos estruturais que ajudam
a compreender os limites dos instrumentos juridicos analisados neste TCC. O primeiro ¢ a
perda de soberania informacional, pois o Estado brasileiro utiliza sistemas cujas bases,
modelos e critérios decisorios ndo controla. O segundo ¢ a transferéncia de poder normativo,
uma vez que racionalidades técnicas externas passam a moldar politicas publicas internas. O
terceiro ¢ a vulnerabilizacao institucional, pois a administragao publica nao possui capacidade
técnica para auditar, validar ou contestar decisdes algoritmicas que condicionam direitos

fundamentais. O quarto ¢ a intensificacdo de desigualdades raciais, sociais e territoriais,

fendmeno documentado amplamente na literatura critica do Sul Global.

Esses elementos estruturais se revelam de modo particularmente evidente quando
articulados aos trés estudos de caso analisados nos capitulos anteriores. No Sistema Nacional
de Emprego, a dependéncia de solugdes desenvolvidas por empresas privadas estrangeiras,
como Microsoft e BizApp, resulta na adogdo de algoritmos cuja arquitetura, critérios de
treinamento e bases de dados subjacentes escapam ao dominio cognitivo da administragao

publica. Os modelos passam a ranquear trabalhadores brasileiros segundo logicas estatisticas
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opacas, definindo perfis e oportunidades com base em inferéncias que nem o Estado, nem os

titulares conseguem reconstruir.

O SINE converte o trabalhador em mero destinatirio de decisdes cuja
racionalidade técnica ¢ importada e inacessivel, o que impede o exercicio substancial dos
direitos de acesso, explicacdo e revisdo previstos na LGPD e no habeas data. O aspecto
adicional da Escola do Trabalhador 4.0 refor¢a essa dindmica, pois a qualificacdo profissional
ofertada pelo poder publico foi reorganizada segundo trilhas formativas concebidas pela
Microsoft. Esse arranjo sintetiza a dupla dimensdo da dependéncia tecnologica: o Estado ndo
controla os modelos que classificam trabalhadores nem os curriculos que os preparam para se
adequar a essas classificacdes. A relagdo expressa exatamente o movimento descrito por
autores do Sul Global, no qual infraestruturas privadas passam a estruturar politicas ptblicas e
produzir racionalidades administrativas que o Estado apenas internaliza. A heteronomia
tecnologica descrita por Santos manifesta-se, aqui, de forma dupla: o individuo nao
compreende as inferéncias que o classificam e o proprio Estado ndo dispde de capacidade

para explicé-las ou contesté-las.

No Poder Judiciario de Pernambuco, o uso do MAIA Justica revela forma ainda
mais sofisticada de dependéncia informacional. O tribunal adota modelo de linguagem
treinado sobre bases e arquiteturas técnicas cuja compreensao € parcial e cuja auditabilidade ¢
inexistente. A atividade jurisdicional, que exige motivacao racional e transparente, passa a
incorporar racionalidade algoritmica cuja origem, logica interna e vieses ndo sao conhecidos
nem mesmo pelos proprios magistrados. Essa situacdo representa concretamente o que
Morozov (2013) identifica como deslocamento da racionalidade publica para sistemas
fechados, fenomeno que se agrava quando os proprios operadores do Direito depositam
confianga na suposta neutralidade da maquina. O jurisdicionado torna-se objeto de decisdes
moldadas por ferramentas opacas cuja logica ndo integra o espago democratico de

justificagao.

\

No reconhecimento facial aplicado a seguranca publica, o fendmeno assume
forma explicita de colonialidade computacional, nos termos de Birhane (2021). Empresas
estrangeiras fornecem sistemas treinados em bases de dados marcadas por padrdes raciais e
contextuais alheios ao Brasil. O resultado, como demonstrado pelo CESeC/Panoptico, ¢ a
produgdo de erros seletivos que recaem majoritariamente sobre pessoas negras e pobres,
reforcando estigmas coloniais que ha séculos estruturam o sistema penal brasileiro. A
dependéncia tecnoldgica amplifica desigualdades existentes e legitima praticas de vigilancia
que operam com minima transparéncia. Esse caso demonstra de forma paradigmatica o que
Nyabola (2018) descreve como internalizacdo de tecnologias de controle que consolidam

hierarquias raciais importadas.
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Ao se observar esses trés casos em conjunto, torna-se evidente que a dependéncia
tecnologica funciona como contexto estrutural que explica por que o habeas data e a LGPD
tornam-se insuficientes na pratica. Nao se trata apenas de opacidade algoritmica em sentido
técnico, mas de opacidade derivada de relagdes de poder globais que colocam o Estado
brasileiro na posi¢do de operador subordinado de tecnologias que ndo domina. O habeas data
ndo consegue romper caixas pretas que ndo pertencem ao Estado. A LGPD ndo consegue
exercer plenamente seus instrumentos de fiscalizacdo sobre empresas e tecnologias que
operam segundo parametros transnacionais. A insuficiéncia pratica desses instrumentos nao
decorre do texto normativo, mas da impossibilidade material de controlar sistemas cuja 16gica

interna esta fora do alcance juridico e técnico nacional.

Dessa forma, a andlise critica da dependéncia tecnoldgica revela que a pergunta
orientadora deste trabalho ndo pode ser respondida apenas a partir do exame dos instrumentos
normativos, mas deve considerar que a opacidade algoritmica que limita o habeas data ¢ a
LGPD esta enraizada em condigdes estruturais de colonialidade digital. Os estudos de caso
demonstram que, enquanto o Estado brasileiro depender de tecnologias opacas importadas,
ndo haverd garantia substancial de autodeterminacdo informativa, transparéncia
administrativa ou controle democratico das decisdes automatizadas. E nesse sentido que o
neocolonialismo digital ndo ¢ apenas pano de fundo, mas elemento central para compreender

a insuficiéncia pratica das garantias constitucionais analisadas ao longo deste trabalho.

5.2 Opacidade algoritmica como problema estrutural de constitucionalidade

A opacidade algoritmica constitui um dos principais desafios contemporaneos a
realizacdo das promessas normativas do Estado Democratico de Direito. Trata-se de
fendmeno que ndo decorre apenas da complexidade intrinseca de modelos de aprendizado de
maquina, mas de um conjunto articulado de barreiras técnicas, juridicas e institucionais que,
muitas vezes, sdo produzidas ou reforcadas por decisdes estatais e contratuais. A literatura
especializada demonstra que a opacidade dos sistemas de IA ndao ¢ um fendmeno neutro,

tampouco inevitavel.

Como argumenta Pasquale (2015), grande parte da caixa-preta algoritmica ¢
resultado de “decisdes deliberadas de design, governanga e protecdo juridica que limitam a
auditabilidade publica”. Wachter, Mittelstadt e Floridi (2017) igualmente enfatizam que
segredos industriais, acordos de confidencialidade e restricdes contratuais constituem
elementos fundamentais do regime de opacidade, indicando que sua persisténcia deriva
menos de obstaculos tecnologicos e mais de escolhas institucionais. Assim, diante da

incorporacdo de IA pelo Estado, a pergunta constitucional relevante ndo é apenas como
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explicar sistemas complexos, mas por que o poder publico adota tecnologias cujo

funcionamento nao pode ser examinado, auditado ou controlado.

Esse ponto ganha densidade adicional quando articulado & discussdo anterior
sobre dependéncia tecnoldgica e neocolonialismo digital. Autores como Quijano (2005),
Birhane (2022) e Nyabola (2018) mostram que, no Sul Global, a opacidade algoritmica ¢
frequentemente indissocidvel de formas de colonialidade epistémica, nas quais racionalidades
decisérias externas se tornam estruturantes de politicas publicas nacionais. A importacao de
tecnologias opacas ndo apenas desloca o locus decisério, mas produz ambientes
informacionais em que o proprio Estado perde capacidade de compreender, justificar e
supervisionar as decisdes que toma. Nao se trata de acusar intencionalidade arbitraria, mas de
reconhecer que a combinacdo de dependéncia tecnoldgica, contratos assimétricos e falta de
infraestrutura propria cria condi¢des em que a caixa-preta deixa de ser contingéncia técnica e

passa a constituir efeito institucional e politico.

A andlise da opacidade algoritmica pode ser sistematizada em quatro dimensoes.
A primeira ¢ a opacidade técnica. Modelos contemporaneos, especialmente redes neurais
profundas, operam com milhdes de parametros e aprendizado ndo supervisionado que
dificultam a interpretagdo humana. Wachter, Mittelstadt e Floridi (2017) descrevem essa
caracteristica como “caixa-preta epistémica”. Ainda assim, como destaca Barocas e Selbst
(2016), a impossibilidade absoluta de explicacdo nao ¢ premissa necessaria da IA. O
problema emerge quando sistemas complexos sdo adotados sem contrapartidas de
documentacdo, auditoria interna ou metodologias de interpretabilidade que, embora

imperfeitas, poderiam atenuar esse déficit.

A segunda dimensdo ¢ a opacidade juridica. Pasquale (2015) e Hildebrandt (2018)
demonstram que a protecao conferida pela propriedade intelectual, somada a clausulas
contratuais que limitam acesso ao modelo, as bases de treinamento e aos parametros
decisorios, impede o controle democratico e dificulta o cumprimento dos deveres
constitucionais de motivacdo e publicidade. Essa dinamica ¢ particularmente relevante no
contexto brasileiro, em que o Estado, ao contratar solugdes proprietarias, frequentemente

aceita condigdes que inviabilizam governanga robusta.

A terceira dimensdao ¢ a opacidade institucional. Ela decorre de déficits de
capacidade técnica, de dependéncia tecnologica e da auséncia de estruturas publicas de
auditoria. Como indica Morozov (2013), a transferéncia de fungdes decisorias para sistemas
opacos tende a reduzir a autonomia estatal e a criar condigdes em que a administragao publica

se torna usuaria, ¢ nao governante, da racionalidade que aplica. Nesses contextos, a propria
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autoridade estatal perde as referéncias necessarias para motivar suas decisdes de maneira

constitucionalmente adequada.

Por fim, a opacidade epistémica constitui o efeito final das anteriores. Trata-se da
impossibilidade, por parte do titular, de compreender como suas informacdes foram
transformadas em inferéncias que produzem efeitos juridicos. Hildebrandt (2018) formula
esse fendmeno em termos de ruptura do devido processo informacional: quando as razdes
decisérias ndo podem ser reconstruidas, os direitos de contestagdo, revisio e
autodeterminagdo tornam-se virtualmente ndo exercitaveis. A opacidade epistémica nao ¢

apenas falta de informacao; ¢ auséncia estrutural de inteligibilidade.

Essa limitagdo estrutural da inteligibilidade dos sistemas automatizados tem sido
confirmada pela literatura técnica contemporanea. Estudos sobre o ciclo de vida da
aprendizagem de maquina demonstram que modelos de IA dependem de intervencdo humana
em diferentes etapas de seu desenvolvimento, incluindo a selegdo e anotagdo dos dados, a
definicdo das tarefas de treinamento e a avaliacdo de resultados (WU et al, 2021). Tais
pesquisas mostram que arquiteturas de human in the loop tendem a produzir sistemas mais
auditaveis, explicdveis e robustos do que modelos totalmente automatizados, justamente

porque mitigam parte da opacidade técnica e intrinseca desses sistemas.

Essas dimensdes produzem impactos constitucionais diretos. O primeiro ¢ a
erosdo da motivacdo publica. A exigéncia constitucional de motivagdo ndo se limita a
apresentacado formal de razdes, mas pressupde que tais razdes sejam verificaveis e
contestaveis. Quando decisdes incorporam inferéncias opacas, parte da racionalidade
permanece inacessivel. O caso do MAIA Justica exemplifica esse fendmeno: mesmo que o
voto final seja redigido e assinado por um magistrado, parcela relevante da estrutura
argumentativa pode ter sido moldada por processos inferenciais que ndo sdo revelados ao
jurisdicionado, criando aquilo que o relatério do IP.rec denomina “motivagdes parcialmente

ocultas”.

O segundo impacto ¢ a fragilizagdo do contraditério substancial. Conforme
jurisprudéncia do Supremo Tribunal Federal, o contraditorio implica a possibilidade real de
influenciar o resultado. Essa possibilidade desaparece quando o individuo ndo conhece os
critérios que moldaram sua classificacao. O caso do SINE ilustra esse problema: o trabalhador
ndo acessa o sistema de perfilizagdo que condiciona sua exposi¢do a vagas, ndo conhece as

variaveis utilizadas e ndo dispde de meios para contestar a inferéncia.

O terceiro impacto consiste na quebra da cadeia de responsabilizagdo. A
accountability publica exige atribuigdo clara de responsabilidade. Em sistemas opacos, essa

atribuicao se dilui entre fornecedores privados, modelos inacessiveis e decisdes automatizadas
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que o Estado ndo domina. O caso do reconhecimento facial expde esse cendrio com nitidez.
Erros de identificacdo resultam de processos algoritmicos cujas bases, limiares e métricas nao
sao divulgados. O individuo afetado nao sabe contra o que dirigir sua contestagao e o Estado

nao possui elementos para reconstruir o processo técnico que fundamentou sua agao.

Esses efeitos convergem para a conclusdo de que a opacidade algoritmica
constitui problema estrutural de constitucionalidade. A Constituicdo de 1988 exige
inteligibilidade das razdes publicas, controle democratico e garantias procedimentais que
permitam aos cidaddos compreender e influenciar o exercicio do poder. Sistemas algoritmicos
opacos desafiam esses fundamentos ao introduzir racionalidades decisérias que escapam ao
espago de justificacdo publica. Como argumenta Hildebrandt (2011), a transparéncia das
razdes do Estado ndo ¢ requisito ornamental, mas condicdo de possibilidade do devido

processo informacional.

Os estudos de caso analisados anteriormente mostram que esse nao ¢ um
problema abstrato. No SINE, a logica opaca de ranqueamento reorganiza oportunidades de
trabalho sem justificativa publica. No TJPE, sistemas de apoio a decisdo judicial introduzem
inferéncias ocultas na motivagao jurisdicional. No reconhecimento facial, decisdes policiais
coercitivas sdo mediadas por algoritmos que operam sem documentacdo técnica, sem
auditoria e com padrdes de erro que afetam desproporcionalmente grupos racializados. Esses
casos mostram que a opacidade ndo apenas dificulta o exercicio de direitos, mas redimensiona

o proprio campo de atuagdo das garantias constitucionais.

A articulagdo com o subcapitulo anterior permite ver que a opacidade algoritmica,
no Brasil, é reforgada pela dependéncia tecnologica e pela importagdo de racionalidades
externas. Quando o Estado adota solugdes proprietarias sem exigir explicabilidade, ele reforga
estruturas de colonialidade epistémica que limitam sua soberania informacional. A opacidade,
nesse sentido, ¢ parte de um arranjo global de poder que condiciona a capacidade estatal de

aplicar, na pratica, os instrumentos juridicos existentes.

Assim, a opacidade algoritmica apresenta-se como barreira material a efetividade
do habeas data, da LGPD e das garantias constitucionais associadas a motivagao, publicidade
e contraditorio. Ndo porque tais instrumentos sejam insuficientes, mas porque a arquitetura
institucional e tecnologica na qual sdao aplicados desloca as condi¢des epistémicas que antes
permitiam seu exercicio. A questdo constitucional central, portanto, ndo diz respeito a
auséncia de normas, mas a necessidade de reconstruir capacidades publicas compativeis com

o paradigma do constitucionalismo digital.
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5.3 O Projeto de Lei 2338/2023

A tramitacdo do Projeto de Lei 2338/2023 ocorre em um momento de intensa
disputa politica, institucional e econdmica em torno da regulagcdo da inteligéncia artificial no
Brasil. O projeto, originado no Senado Federal e atualmente em andlise na Camara dos
Deputados, foi elaborado por uma comissao de juristas e se apresenta como a tentativa mais
estruturada de criacdo de um marco regulatorio nacional de IA. Ele surge apos a rejeigdo do
PL 21/2020 e em meio a crescente pressao internacional para que paises adotem marcos de
transparéncia, governanga e responsabilizagdo semelhantes ao Al Act europeu. No Brasil,
contudo, o processo legislativo tem enfrentado forte resisténcia politica, divergéncias setoriais
e pressdes econdmicas de grande intensidade, em especial de empresas de tecnologia
estrangeiras € associagdes empresariais que buscam limitar o alcance das obrigacdes

regulatorias.

O contexto politico do PL 2338 ¢ marcado por tensdes que ndo se restringem ao
debate técnico. A discussdao sobre riscos, transparéncia e governanca algoritmica ocorre em
ambiente permeado por um histérico recente de derrotas regulatorias relevantes, como a
paralisagdo do PL 2630, fruto de intensa atuacdo das grandes plataformas digitais. Ha receio,
no Congresso, de que uma lei rigorosa de IA imponha custos de conformidade, desestimule
investimentos ou gere litigios, o que produz forte lobby para reduzir a densidade normativa do
projeto. Ao mesmo tempo, movimentos da sociedade civil, entidades académicas e o6rgaos de
controle defendem que a auséncia de interven¢do estatal robusta ampliaria o risco de
discriminacdo algoritmica, vigilancia em larga escala e decisdes automatizadas sem
justificabilidade. Esse conflito de forcas explica por que o PL tem avancado de forma lenta e

negociada, frequentemente com tentativas de diluicao de suas exigéncias centrais.

Do ponto de vista legislativo, o PL 2338 adota estrutura inspirada no Al Act
europeu: classifica sistemas de IA por grau de risco, estabelece obrigagcdes de avaliagdo de
impacto, impde requisitos de documentacao técnica, cria parametros minimos de supervisao
humana e prevé mecanismos de responsabilizacdo. O projeto também contempla deveres
especificos para sistemas de alto risco, como explicabilidade suficiente, registro de logs,
auditorias independentes e mitigagdo de vieses. Em seu desenho normativo, o PL procura
responder & constatacdo, ja consolidada no debate internacional, de que a regulacdo baseada
apenas em direitos individuais e em controles reativos ¢ insuficiente para enfrentar
tecnologias que operam por inferéncias estatisticas, aprendizado de maquina e decisdes

parcialmente autondmicas.

Ainda assim, o PL 2338 ndo resolve o problema constitucional que estrutura este

trabalho. Seu contetido normativo avanga ao impor obrigagdes procedimentais e ao qualificar
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exigéncias de transparéncia, mas permanece condicionado as mesmas limitagdes estruturais
que afetam a LGPD e o habeas data: déficit institucional, forte dependéncia tecnoldgica de
empresas estrangeiras, assimetria de poder entre Estado e fornecedores privados e fragilidade
histérica dos mecanismos de auditoria e fiscalizagdo. Embora proponha instrumentos
importantes, como avaliacdes de impacto algoritmico e registros de rastreabilidade, sua
eficacia depende da capacidade de implementagdo e enforcement, que por sua vez esta
vinculada a robustez institucional da Administragdo Publica e da Autoridade Nacional de

Protecao de Dados.

Nesse aspecto, o PL ilustra com clareza o argumento central deste TCC: ndo basta
introduzir novos instrumentos normativos se as condi¢cdes epistémicas e institucionais que
permitem seu exercicio permanecem deficitdrias. Assim como ocorre com a LGPD, a
aplicabilidade pratica do PL 2338 dependerd da existéncia de mecanismos capazes de
converter obrigacdes formais em transparéncia substantiva. A exigéncia de supervisao
humana qualificada e de explicabilidade minima, por exemplo, depende ndo apenas de
previsao legal, mas de capacidade técnica de compreender, auditar e controlar sistemas
complexos de aprendizado de maquina. Se o Estado ndo possui dominio sobre a arquitetura
dos modelos utilizados, a norma tende a repetir o mesmo descompasso identificado entre a

LGPD e a realidade dos sistemas analisados nos estudos de caso.

A razao pela qual o PL 2338 nao ocupa posicdo central neste trabalho ¢
metodologica e substantiva. Metodologicamente, a pesquisa concentra-se na interpretacao
constitucional de instrumentos ja vigentes, especialmente o habeas data e a LGPD, evitando
deslocar o eixo argumentativo para debates legislativos futuros. Substantivamente, ainda que
indispensavel, o PL ndo enfrenta o nucleo do problema investigado aqui: a opacidade
algoritmica como obstaculo estrutural a autodeterminacdo informativa e a possibilidade
material de exercicio dos direitos fundamentais. A lei pode reforcar mecanismos de
governanga, mas ndo altera, por si s, as condi¢des técnicas que tornam indevassavel a

racionalidade algoritmica de muitos modelos utilizados pelo Estado.

Além disso, o PL opera predominantemente em chave procedimental e
administrativa: estabelece obrigagdes, cria categorias de risco e impde etapas de controle.
Essas fungdes sao essenciais, mas nao substituem a necessidade de reconstru¢ao hermenéutica
das garantias constitucionais que condicionam o exercicio do poder informacional estatal. Em
outras palavras, mesmo um marco de IA sofisticado continua dependendo da interpretagao
constitucional para ser efetivamente transformador. A Constitui¢ao define os limites do poder;
a legislacdo infraconstitucional define os meios. Quando os meios ndo sdo suficientes para
tornar possiveis os limites constitucionais, ndo ¢ a Constituicdo que deve ceder, mas a

interpretagdo das garantias que deve ser atualizada.
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O carater essencial do PL 2338 reside precisamente no fato de que ele oferece
instrumentos ausentes no marco normativo atual para lidar com sistemas de inteligéncia
artificial, especialmente no que se refere a rastreabilidade, documentacdo e supervisao
humana. Entretanto, esses instrumentos so serao efetivamente capazes de reduzir a opacidade
algoritmica se acompanhados de mecanismos robustos de enforcement e de um
reposicionamento hermenéutico das garantias constitucionais. Em outras palavras, o PL ¢
indispensavel, mas insuficiente para, isoladamente, assegurar as condigdes epistémicas
necessarias ao exercicio dos direitos informacionais. A norma cria os contornos externos da
regulagdo, mas nao resolve o problema central identificado neste estudo: a distancia entre
titularidade formal e capacidade material de compreender, contestar e controlar decisdes

automatizadas.

Por essa razdo, o PL 2338 aparece aqui como elemento complementar: necessario,
mas nao resolutivo. Ele oferece ferramentas indispensaveis onde a LGPD e o habeas data nao
alcancam, mas ndo supera, por si sO, a estrutura de opacidade que impede que esses
instrumentos juridicos se realizem plenamente. Sua eficacia, portanto, dependerd de um
constitucionalismo digital capaz de estabelecer critérios substantivos para explicabilidade,
revisdo, motivagao e controle das decisdes algoritmicas. Somente nesse enquadramento
hermenéutico € que a legislacdo ordindria se torna, de fato, apta a converter direitos formais

em direitos exerciveis.

5.4 Constitucionalismo digital como caminho possivel

O constitucionalismo digital constitui uma das respostas tedricas mais sofisticadas
a reconfigura¢do do poder produzida pela digitalizacdo das estruturas estatais e a crescente
centralidade dos sistemas algoritmicos na mediagdo das decisdes publicas. Longe de
representar mera atualizacdo terminologica, trata-se de um paradigma hermenéutico que
reconhece que os direitos fundamentais, tal como concebidos no constitucionalismo moderno,
dependem de condicdes epistémicas especificas para serem exercidos, € que tais condi¢des
foram radicalmente alteradas pela ascensdao de tecnologias digitais baseadas em dados,
inferéncias estatisticas e automatizagdo de decisdes. Essa vertente ndo cria novos direitos,
mas reivindica a efetividade contemporanea dos direitos existentes, adaptando-os as logicas

sociotécnicas que estruturam o exercicio atual do poder.

Autores centrais da teoria constitucional contemporanea, como Jack Balkin
(2016), Daniel Solove (2004) e Julie Cohen (2012), t€ém argumentado que a digitalizagdo do
poder cria formas inéditas de assimetria entre individuo e Estado, que ndao podem ser
enfrentadas com o arsenal juridico tradicional. Balkin (2016) sustenta que vivemos em “novos

regimes de vigilancia estrutural”, nos quais a arquitetura do poder se desloca para plataformas
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técnicas que filtram, classificam e influenciam comportamentos de maneira difusa e ndo
percebida. Julie Cohen (2012) afirma que a regulacdo juridica s6 ¢é efetiva se compreender
que a infraestrutura digital constitui uma forma de ordenacdo normativa, reorganizando a
autonomia individual e a propria experiéncia da cidadania. Essas leituras destacam que a
tecnologia ndo ¢ mero instrumento, mas elemento constitutivo da forma de exercicio do poder

na contemporaneidade, exigindo novos modelos de interpretacdo constitucional.

Esse movimento tedrico encontra ressonancia direta no pensamento produzido no
Sul Global. Autores como Oscar Vilhena Vieira (2017), Virgilio Afonso da Silva (2010),
Danilo Doneda (2019) e Laura Schertel Mendes (2019) identificam que a protecdo de dados e
a autodeterminacdo informativa no Brasil sdo atravessadas por desigualdades historicas e por
contextos institucionais frageis. Para Doneda (2019), a digitalizacdo do Estado introduz
“formas invisiveis de exercicio de poder” que exigem reconstru¢do das garantias
constitucionais para alcancar a materialidade dos processos decisorios automatizados. Laura
Schertel Mendes (2019) argumenta que a opacidade algoritmica cria barreiras epistémicas que
impedem o exercicio de direitos fundamentais, porque o titular ndo tem como compreender
nem contestar as inferéncias que moldam sua posi¢do juridica. Esses autores convergem no
diagnostico de que o constitucionalismo cléssico ¢ insuficiente se nao for reinterpretado a luz

das condigdes tecnologicas contemporaneas.

No Brasil, Antonella Galindo desenvolve uma das formulagdes mais rigorosas
sobre a necessidade de repensar o constitucionalismo a partir da estrutura da esfera publica
digital (2024). A autora demonstra que a tecnologia altera a propria forma como o cidadao
participa da vida publica, influencia o debate democratico e se relaciona com o Estado. A
logica algoritmica, segundo Galindo (2024), introduz filtros invisiveis que modulam a
visibilidade e o impacto das informagdes, reorganizando silenciosamente quem ¢ visto,
ouvido e reconhecido. Esse fendomeno atinge o coragdo do constitucionalismo, pois
compromete as condigdes de possibilidade do debate publico, da deliberacdo racional e da
formagdo da vontade democratica. Aplicado a atuagdo estatal, o argumento se torna ainda
mais contundente: se a digitalizacdo cria mediacdes opacas no espago publico, cria
igualmente mediacdes opacas no interior da administragdo publica, afetando diretamente a

forma como decisdes sdo tomadas, justificadas e controladas.

O constitucionalismo digital parte da premissa de que o constitucionalismo ¢
inseparavel da transparéncia das razdes publicas. O Estado Democratico de Direito exige que
o exercicio do poder seja justificado por razdes acessiveis, compreensiveis € contestaveis.
Esse principio, presente desde o constitucionalismo liberal, assume nova densidade na era da

inteligéncia artificial: ndo basta a publicidade da decisdo final; é necessario que a logica

algoritmica que influenciou ou determinou a decisdo seja minimamente inteligivel. Como
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observa Mireille Hildebrandt (2018), os algoritmos introduzem ‘“normatividades invisiveis”
que afetam a autonomia individual sem que o titular possa percebé-las ou contesta-las. Essa
invisibilidade rompe a relagdo entre cidadania e controle do poder, dissolvendo a capacidade

do individuo de compreender as condigdes de exercicio da autoridade publica.

Esses elementos permitem compreender a centralidade do constitucionalismo
digital no argumento desenvolvido ao longo deste TCC. Os estudos de caso do SINE, do
Poder Judiciario e do reconhecimento facial demonstram que LGPD e habeas data, embora
normativamente densos, ndo alcangam a opacidade estrutural das tecnologias que o Estado
utiliza. A razdo dessa insuficiéncia ndo reside em falhas normativas, mas na inadequacao
hermenéutica de instrumentos concebidos para lidar com registros estaticos frente a sistemas
que produzem inferéncias dindmicas, classificacdes probabilisticas e decisdes parcialmente
automatizadas. O constitucionalismo digital revela que, sem ajustamento interpretativo, o
titular continuara sendo juridicamente titular de direitos que ndo consegue exercer

materialmente.

Nesse sentido, a autodeterminacdo informativa deve ser reinterpretada como
autodeterminagdo epistémica: o direito ndo apenas de controlar dados brutos, mas de
compreender os efeitos informacionais que moldam as escolhas e oportunidades do individuo.
O devido processo legal precisa abarcar o direito a reconstru¢do da racionalidade algoritmica
que influenciou a decisdo administrativa, pois a motivagao constitucionalmente exigida nao
pode ser cumprida quando a decisdo incorpora critérios estatisticos indecifraveis. A igualdade
exige analise de vieses algoritmicos, pois discriminagdes automatizadas frequentemente
decorrem da replicagdo de padrdes historicos que escapam ao olhar humano, mas que se
tornam sistematicamente amplificados pela automagdo. A seguranga juridica demanda
documentacdo técnica e auditabilidade. A separacdo de poderes requer que o Judicidrio possa
revisar decisdes algoritmicas, o que ¢ impossivel se ndo houver métodos de explicabilidade. A

democracia exige que o cidadao compreenda a estrutura de poder que o governa.

O constitucionalismo digital, portanto, ndo ¢ uma proposta de adi¢do de novos
direitos, mas de releitura das condi¢des de possibilidade dos direitos fundamentais diante de
uma transformacao material de grande escala. Ele fornece o enquadramento tedrico capaz de
explicar por que o habeas data ndo alcanca modelos de machine learning; por que o artigo 20
da LGPD se torna letra morta diante da auséncia de explicabilidade; por que o devido
processo informacional ndo pode operar quando a Administragdo Publica terceiriza sua
racionalidade para sistemas opacos; por que a igualdade nao pode ser protegida sem auditoria

de vieses.
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Essa abordagem permite retomar a pergunta que orienta este TCC e oferecer uma
resposta constitucionalmente robusta: o problema nio ¢ que o ordenamento juridico brasileiro
careca de instrumentos; o problema ¢ que a opacidade algoritmica impede que tais
instrumentos se realizem materialmente. O constitucionalismo digital se apresenta como
caminho possivel precisamente porque reconhece essa assimetria entre titularidade formal e
capacidade real de exercicio de direitos, propondo uma reconstru¢do hermenéutica que
recoloca a Constitui¢ao no centro do debate publico sobre inteligéncia artificial. Em sintese,
ele oferece uma estrutura de pensamento capaz de assegurar que a inteligéncia artificial seja
compativel com a Constituigdo, ndo pela criacdo de novos direitos, mas pela reafirmagado

atualizada dos direitos que ja compdem o nucleo duro do Estado Democratico de Direito.

A partir desse enquadramento teodrico, torna-se possivel compreender como a
insuficiéncia pratica do habeas data e da LGPD ndo decorre de uma falha intrinseca, mas de
uma inadequacgdo entre o desenho historico desses instrumentos € o novo ambiente técnico
que condiciona o exercicio do poder informacional estatal. O habeas data, concebido para
enfrentar bancos de dados estéticos, registros administrativos convencionais e situagdes de
opacidade tipicas da burocracia analdgica, encontra dificuldades estruturais para alcangar
modelos probabilisticos que operam por inferéncias, correlagdes e aprendizado estatistico. A
garantia continua juridicamente valida, mas sua capacidade de incidéncia depende de
reinterpretagdo compativel com a logica informacional contemporanea. O constitucionalismo
digital exige que o habeas data seja compreendido como instrumento apto a acessar nao
apenas dados brutos, mas também descrigdes minimamente inteligiveis dos processos de
decisdo que utilizam tais dados, sob pena de se tornar mecanismo simbolicamente preservado

e materialmente esvaziado.

Nesse sentido, a reinterpretagdo do habeas data deve enfatizar que o acesso a
informagdo ndo pode se limitar a obtengdo de registros estaticos, mas deve alcangar
informacodes suficientes sobre o funcionamento de sistemas algoritmicos que utilizam esses
registros como insumo. Isso nao implica revelar codigos-fonte ou modelos proprietarios, mas
sim garantir que o titular tenha acesso a explicacdes compreensiveis sobre os critérios
essenciais utilizados para classifica-lo, perfila-lo ou prioriza-lo. Tal reinterpretagdo amplia o
campo de incidéncia do habeas data, transformando-o em instrumento apto a romper, ainda

que parcialmente, a opacidade das técnicas de decisao automatizada.

Essa releitura também deve reconhecer que, em ambientes de inferéncias
automatizadas, o erro nao reside necessariamente no dado bruto, mas nos vinculos estatisticos
construidos a partir dele. Assim, a retificagdo prevista no habeas data deve abranger a
correcao ndo apenas do conteudo dos dados, mas das inferéncias incorretas que impactam a

esfera juridica do titular. Essa ampliacdo hermenéutica ¢ indispensavel para que o instituto
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mantenha sua funcdo historica de proteger a autonomia individual frente ao poder

informacional estatal.

Do mesmo modo, a LGPD permanece como referéncia normativa central do
sistema brasileiro de protecdo de dados, mas enfrenta barreiras praticas impostas pela
complexidade técnica de sistemas de inteligéncia artificial e por limitagdes institucionais da
Autoridade Nacional de Prote¢do de Dados. O constitucionalismo digital exige leitura
sistemdtica de seus principios, de modo que finalidade, necessidade, proporcionalidade, ndo
discriminacdo, transparéncia e responsabilizacdo sejam reinterpretados para alcangar o

funcionamento interno das arquiteturas algoritmicas.

A finalidade ndo pode se limitar a descricdo genérica do objetivo da politica
publica; deve incluir a explicitagdo da logica inferencial aplicada a classificacdo de
individuos. A proporcionalidade ndo pode se reduzir a andlise classica dos meios e fins; deve
incorporar avaliacdo dos efeitos distributivos e dos riscos estruturais de discriminagdo
algoritmica. A transparéncia ndo pode ser cumprida por meio da entrega de dados estaticos ao
titular; exige explicabilidade suficiente para permitir controle humano. A responsabilizagao
ndo pode depender apenas de mecanismos formais de compliance, mas de governanga

algoritmica capaz de produzir rastreabilidade das decisdes.

A reinterpretacdo da LGPD, nessa chave, demanda compreender que o direito de
acesso previsto no artigo 18 inclui ndo apenas a obtencdo de dados pessoais tratados, mas
também informacdes sobre paradmetros minimos utilizados para decisdes automatizadas que
afetam direitos dos titulares. Isso significa que o controlador, especialmente quando estatal,
deve fornecer explicacdes estruturadas sobre como varidveis foram combinadas, quais
critérios influenciam classificagdes e quais salvaguardas foram adotadas para mitigar vieses.
A transparéncia substancial, portanto, torna-se elemento essencial para compatibilizar a

atuacdo administrativa com o devido processo informacional.

Ademais, a interpretagao constitucionalmente conforme da LGPD implica ampliar
o alcance do artigo 20, de modo que o direito de revisdo de decisdes automatizadas nao
dependa da existéncia de uma decisdo puramente automatizada, mas alcance também
situagdes em que a decisdo humana esteja influenciada por outputs algoritmicos. A revisao
deve permitir reconstruir a racionalidade que orientou a decisdo, ainda que parcialmente
mediada por sistemas opacos. Sem essa releitura, o direito se torna inocuo diante de
ferramentas como as utilizadas pelo SINE, pelo TIPE ou por sistemas de reconhecimento

facial.

Sob essa perspectiva, o constitucionalismo digital amplia a compreensao juridica

sobre LGPD e habeas data e revela que a efetividade de ambos depende da construgdo de
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condi¢des epistémicas minimas para o exercicio dos direitos. Nao ha autodeterminacao
informativa possivel quando o titular ndo compreende como seu perfil foi gerado. Nao ha
livre acesso quando o conteudo acessivel ndo traduz a racionalidade da decisdo. Nao ha
retificagdo possivel quando o erro nao esta no dado bruto, mas na inferéncia construida sobre
ele. Nao ha revisdo de decisdo automatizada quando a decisdo humana ¢ influenciada por
critérios opacos produzidos por sistemas de inteligéncia artificial. Nao ha controle
institucional quando o Judiciario ndo consegue reconstruir os parametros de classificagao
empregados pelo Estado. Em suma, a insuficiéncia pratica desses instrumentos evidencia a

necessidade de interpretar a Constituicdo em chave digital.

O constitucionalismo digital, portanto, oferece o fundamento conceitual que
permite recolocar LGPD e habeas data no centro da protecdo de direitos fundamentais em
ambiente de decisdes automatizadas. Ele ndo substitui tais instrumentos, mas revela que sua
eficacia depende de interpretagdo capaz de enfrentar a opacidade algoritmica e suas
consequéncias para a cidadania informacional. A partir dessa leitura, a protecdo de dados e o
habeas data deixam de ser remédios isolados e passam a integrar um projeto constitucional
coerente, voltado a reconstrucao da inteligibilidade, da contestabilidade e da transparéncia das

praticas estatais em uma sociedade mediada por sistemas de inteligéncia artificial.

Se o Estado Democratico de Direito depende da capacidade de explicar as razoes
de suas decisdes, o constitucionalismo digital demonstra que essa explicacdo s6 pode ser
preservada se os instrumentos classicos forem reinterpretados para alcancar o nucleo invisivel
das racionalidades algoritmicas. E essa articulagdo entre tradi¢do constitucional e inovagio
hermenéutica que permite afirmar que LGPD e habeas data continuam sendo pilares
fundamentais do ordenamento brasileiro, mas somente se compreendidos e aplicados a luz das

exigéncias materiais da era digital.
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6 CONCLUSAO

O objetivo deste trabalho foi investigar se o habeas data e a Lei Geral de Protecao
de Dados, tomados como instrumentos juridicos centrais do regime constitucional de protecao
informacional, sdo capazes de assegurar transparéncia, acesso € controle quando decisdes
estatais passam a ser mediadas por sistemas de inteligéncia artificial caracterizados por
opacidade técnica, juridica e institucional. A hipotese inicial sugeria que tais instrumentos
talvez fossem estruturalmente insuficientes diante das condi¢des tecnologicas
contemporaneas ¢ que, portanto, seria necessario criar novos dispositivos normativos ou

reforgar o arcabougo legal existente.

A andlise tedrica e empirica desenvolvida ao longo do trabalho demonstrou que
essa hipdtese nao se confirma. Nao se identificou lacuna normativa estrutural propriamente
dita. Tanto o habeas data, concebido historicamente como garantia de ruptura com o sigilo
informacional autoritario, quanto a LGPD, positivadora de principios de necessidade,
adequacgdo, proporcionalidade, ndo discriminagdo, prevengao e responsabilizacado, ja fornecem
critérios materiais capazes de disciplinar o uso estatal de inteligéncia artificial. A Constitui¢ao
de 1988, reforcada pela jurisprudéncia do Supremo Tribunal Federal, estabelece limites claros
ao tratamento de dados pelo poder publico, inclusive naquelas areas excepcionalizadas pelo
artigo 4° da LGPD. Assim, o ordenamento juridico dispde de instrumentos suficientes, ao
menos em tese, para exigir explicabilidade, controle e motivagdo das decisdes administrativas

e jurisdicionais afetadas por tecnologias de inferéncia.

Os estudos de caso permitiram verificar, de forma concreta, a distancia entre essa
suficiéncia potencial e a insuficiéncia pratica que marca a atuagdo estatal. No Sistema
Nacional de Emprego, as ferramentas de perfilizagdo e ranqueamento reorganizaram
silenciosamente o acesso a oportunidades laborais, sem que trabalhadores tivessem condig¢des
de compreender ou contestar inferéncias que lhes afetavam diretamente. No Tribunal de
Justica de Pernambuco, o uso do MAIA Justica gerou camadas invisiveis de motivacao
judicial, impedindo que o jurisdicionado pudesse reconstruir a racionalidade que influenciou
o julgamento. No reconhecimento facial empregado em seguranga publica, erros previsiveis
resultaram em prisdes indevidas, afetando de maneira desproporcional pessoas negras e
reforgando padrdes discriminatdrios ja documentados. Em todos esses cenarios, o titular dos
dados manteve acesso aos registros formais, mas ndo as inferéncias que, na pratica,

determinam a decisdo estatal.

Esses achados convergem para demonstrar que o problema ndo reside no texto da
Constitui¢ao ou da LGPD, mas nas condi¢des epistémicas e institucionais que impedem que

tais normas sejam plenamente cumpridas. A opacidade algoritmica ndo ¢ apenas fenomeno
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técnico, mas obstaculo estrutural a realizacdo dos direitos informacionais. Ela impede a
motivagdo publica, esvazia o contraditério substancial e bloqueia a responsabilizacdo estatal,
criando esferas decisorias cujo funcionamento permanece inacessivel ao cidaddo. Quando o
Estado incorpora sistemas que nao compreende, nao controla ou ndo ¢ capaz de documentar, a

publicidade e a racionalidade das decisdes deixam de ser realizdveis na pratica.

O capitulo cinco permitiu compreender que essa insuficiéncia pratica ndo decorre
apenas de falhas administrativas, mas de fatores estruturais vinculados a dependéncia
tecnologica e a colonialidade informacional. O neocolonialismo digital, tal como analisado a
partir de autores do Sul Global, ndo constitui elemento extrinseco ao problema, mas chave
interpretativa que explica por que LGPD e habeas data, apesar de adequados, ndo conseguem
ser efetivos. Quando infraestruturas tecnologicas, modelos de IA e racionalidades decisorias
sdo importados de corporagdes transnacionais ¢ operam segundo logicas proprias, o Estado
brasileiro perde capacidade de governanca e de imposi¢ao de pardmetros constitucionais.
Nesses casos, a opacidade ndo ¢ contingéncia técnica inevitavel, mas resultado de arranjos
econdmicos e politicos que deslocam capacidades decisdrias, limitam a soberania

informacional e dificultam a aplicagdo plena das garantias juridicas ja existentes.

Esse cendrio ajuda a compreender também o movimento legislativo recente
representado pelo PL 2338, que trata da regulacdo da inteligéncia artificial no Brasil. Embora
o foco desta pesquisa tenha recaido sobre o habeas data e a LGPD, a andlise empreendida
evidencia que a resposta regulatoria brasileira ao fendmeno da inteligéncia artificial exige
instrumentos complementares. O Projeto de Lei 2338/2023 desempenha papel relevante nesse
contexto ao enfrentar dimensdes que extrapolam o alcance das garantias existentes. O texto
legislativo propde classificacdo de risco, documentacao técnica, rastreabilidade, supervisao
humana e mitigacdo de vieses, além de prever instrumentos especificos para sistemas
biométricos e de alto impacto. Trata-se de avanc¢o indispensavel, sobretudo porque enfrenta

lacunas de governanga inexistentes no arcabouco normativo atual.

No entanto, sua eficacia dependerd das mesmas condi¢des que condicionam a
aplicacdo da LGPD: capacidade técnica estatal, autonomia institucional, fiscalizagdo continua
e resisténcia a pressdes econdmicas. Por essa razao, o PL ¢ complementar, mas nao resolutivo
no ambito da pergunta orientadora deste TCC. Ele atua onde o habeas data e a LGPD nao
alcangam, mas ndo reconfigura a exigéncia de reconstru¢do hermenéutica das garantias

constitucionais.

A resposta a pergunta orientadora desta pesquisa pode, portanto, ser enunciada
com precisdo: sim, o ordenamento juridico brasileiro possui instrumentos capazes de

assegurar transparéncia, acesso e controle sobre informacdes pessoais em contextos de
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inteligéncia artificial. Contudo, tais instrumentos permanecem estruturalmente incapazes de
produzir esses efeitos porque os ambientes tecnologicos nos quais as decisdes estatais sao
tomadas ou moldadas se tornaram incompativeis com as condi¢des tradicionais de
cognoscibilidade e justificacdo exigidas pelo constitucionalismo democratico. E essa
desconexdo entre a arquitetura das tecnologias adotadas e a arquitetura dos direitos existentes

que explica a inefetividade pratica das garantias.

O constitucionalismo digital, tal como reconstruido na parte final deste trabalho,
surge, assim, ndo como expansao normativa, mas como transformacgdo hermenéutica. Ele
exige que as garantias constitucionais da publicidade, da motivacao, do devido processo e da
autodetermina¢do informativa sejam reinterpretadas a luz das condi¢des técnicas atuais, de
modo a alcancar ndo apenas os dados brutos utilizados pelo Estado, mas também as
inferéncias, pesos, correlacdes e estruturas analiticas que produzem efeitos juridicos. Ao
colocar as inferéncias no centro da prote¢cdo, o constitucionalismo digital permite recuperar a
forga material de instrumentos que, embora formalmente preservados, tém sido esvaziados

pela opacidade algoritmica e pela dependéncia tecnologica.

A partir desse quadro, algumas proposicdes normativas se mostram
indispensaveis para que o arcabougo existente possa produzir efeitos constitucionais
concretos. A primeira envolve a necessidade de compreender o habeas data como garantia
que alcanca ndo apenas dados estaticos, mas também inferéncias, classificacdes e perfis
gerados automaticamente. A prote¢do da identidade informacional exige que o titular possa
conhecer e, quando necessario, contestar as operacdes inferenciais que moldam decisdes
estatais, pois sdo elas que efetivamente delimitam sua posicdo diante da Administragdo

Publica.

Em complemento, impde-se a ado¢ao, em harmonia com as diretrizes previstas no
PL 2338, de um regime integrado de documentacdo, explicabilidade e supervisdo humana
capaz de conferir inteligibilidade minima as decisdes mediadas por IA. Tal regime pressupde
documentacdo técnica adequada, rastreabilidade, identificagdo de varidveis relevantes e
avaliacdo sistematica de vieses, além da presenca obrigatoria de revisao humana qualificada
em decisdes que produzam efeitos significativos sobre individuos. Embora o projeto de lei ja
avance nessa dire¢do, sua eficacia dependerd da capacidade estatal de implementar e

harmonizar essas exigéncias com as garantias constitucionais existentes.

Também se revela essencial o fortalecimento institucional da Autoridade Nacional
de Protecdo de Dados, cuja atuagdo, autonomia e capacidade técnica condicionam a

possibilidade real de fiscalizacdo de sistemas de alta complexidade. Em setores hoje



61

excepcionados da LGPD, a atuacdo de uma autoridade robusta ¢ ainda mais decisiva para

evitar zonas de opacidade incompativeis com o regime constitucional de prote¢ao de dados.

Por fim, torna-se necessdria uma revisdo hermenéutica da propria LGPD, de
modo que o dever de transparéncia nao seja reduzido ao acesso formal a registros, mas inclua
a inteligibilidade minima das 16gicas decisorias que produzem efeitos juridicos. A publicidade
constitucionalmente exigida depende da compreensdo das estruturas analiticas que orientam
decisdes automatizadas, condigdo sem a qual contraditorio, revisdo e controle democratico

permanecem inviaveis em ambientes modelados por algoritmos.

O desafio que permanece ¢ criar, fortalecer e exigir mecanismos institucionais que
tornem possivel sua aplicacdo real, superando ndo apenas a opacidade técnica dos algoritmos,
mas também a opacidade politica produzida pela inser¢ao subordinada do Estado brasileiro
em fluxos tecnoldgicos transnacionais. A compatibilidade entre tecnologia e Estado
Democratico de Direito depende da transformacdo da opacidade algoritmica em
inteligibilidade suficiente, da reconstrugdo das condi¢des epistémicas do exercicio dos
direitos e da afirmagdo de que, mesmo em ambiente de automagdo crescente, a dignidade
humana, a igualdade e a liberdade continuam a constituir o ndcleo estruturante da ordem

constitucional brasileira.
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